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1. TECHNICAL DISCUSSION

The work performed by Science Applications International Corporation
(SAIC) on this contract, "Laboratory Plasma Studies,” Contract Number
N00014-89-C-2111, SAIC Project Number 01-0157-13-0988, encompasses a
wide range of topics in experimental, computational, and analytical laboratory
plasma physics. The accomplishments described in this report were in support
of the programs of the Beam Physics Branch (Code 6790) and the Plasma
Physics Division of the Naval Research Laboratory (NRL) and cover the period
25 March 1989 to 30 September 1993. In the following subsections we will
describe each of the topics investigated and the results obtained. Much of the
research work has resulted in journal publications and NRL Memorandum
Reports in which the investigation is described in detail. These reports are
included as Appendices to this Final Report.

A. NIKE KrF Laser Support

SAIC scientists and engineers have played a major role in supporting the
design, construction, and testing of the Krypton Fluoride Laser (NIKE) Facility
at NRL. This effort has also been supported by SAIC consultatns: Mr. Orville
Barr of Pharos Technical Enterprises, Drs. Alex Velikovich, Avraham Bar
Shalom, and Nicholas Krall. When completed NIKE will produce intensities in
excess of 2 x 1014 Watts/cm? on flat foils for laser plasma experiments related
to direct drive inertial confinement fusion. The primary goal of NIKE is to
produce uniform, high intensity illumination on target, with a goal of less than
2% RMS distortion in the desired focal profile. During the past year we
achieved a major milestone, demonstrating the required uniformity with the
penultimate laser amplifier in the NIKE system. To our knowledge, this is the
most uniform laser illumination ever produced. Additionally, this laser
produced the 120 Joules required to drive the final amplifier stage, which will
eventually produce greater than 5 kJ of output. If the focal profile uniformity
can be maintained (and all indications are that it will) NIKE will be the first
laser to meet the theoretically predicted intensity uniformity requirements of
direct drive ICF.




SAIC's responsibility has been the design, specification, testing and
implementation of the optical/optomechanical system. A large portion of the
optical paper design was previously completed by R. Lehmberg of NRL. Details
of the laser front end were completed by SAIC in collaboration with S.
Obenschain of NRL. Optical components then had to be specified and procured
to assure that the system would be true to the design. This procurement is
nearing completion. Approximately two-thirds of the optical system is in
operation and recently we have demonstrated seven times diffraction limited
performance at 248 nm. This is in excellent agreement with predictions from
the optical design codes. The remainder of the components to complete the
optical system are now arriving and being tested.

Optomechanical design required stable mounts that do not distort the
optics. Because of the large number of optics components in the system (~
350) it was also required that these mounts be inexpensive. Mounts for each
optical component were designed, prototyped, and tested before large
quantities were made. All of these mounts have met the stability requirements
and, in most cases, have cost less than originally estimated. In conjunction
with mechanical engineers, SAIC supervised the design and fabrication of
structures for mounting large numbers of individual optics. These structures
had to provide rigid mounting to reduce vibration of optical components. They
were then tested to assure adequate performance as they were delivered.

The majority of work has involved characterization, modification and
operation of the laser system. Diagnostics have been developed and added to
the system as required for laser beam characterization. SAIC has made
significant changes to the laser oscillator, which improved overall system
performance and was crucial to attaining the high energy uniform focal profiles
mentioned above. The laser is beginning to operate on a routine basis and
SAIC personnel continue to be involved in planning and performing
experiments.

The following specific contributions are described below.

NIKE laser oscillator and focal profile diagnostics SAIC collaborated
with Steve Obenschain of NRL to develop and test two methods for producing




uniform laser focal profiles. This profile is to be amplified and used to perform
flat-target direct-drive fusion experiments, which require a very uniform profile.
In addition, methods to attenuate and measure the focal profile with high
accuracy were developed and tested.

The first method involved the development of a novel oscillator
configuration with large angular divergence. It is described in a paper entitled,
"A KrF oscillator systern with uniform profiles,” which has been accepted for
publication. The proofs are included as Appendix A in this report. The paper
also describes the method to attenuate the beam and measure the focal profile
to high accuracy.

The second method involved illuminating a Lambertian diffuser with
spatially incoherent light and using the far-field of the diffuser as the uniform
profile. This is presently installed in the NIKE laser.

Pulse slicing Another important milestone was completed by SAIC as
follows. We sliced a 4 ns pulse out of the 30 ns oscillator output. We used two
Pockels cells in series between crossed polarizers. With a 60 times diffraction
limited beam, we were able to obtain an energy contrast of 3000:1. We
determined that the pulse slicing system did not appreciably distort the beam.
We were also able to partially compensate for the stress-induced birefringence
of the crystal by imposing a low electric field parallel to the direction of
propagation of the light. The NIKE laser will deliver a 4 ns pulse to the target.
The high contrast ratio is necessary to avoid prepulse, which could degrade the
laser fusion experiments.

Laser bandwidth measurement SAIC measured the spectral profile of
the KrF oscillator with a grating spectrometer and found that the full width at
the half-maximum points is 0.3 nm. With an echelle spectrometer, E.A.
McLean and C. Pawley of NRL collaborated with SAIC to measure the
bandwidth of the oscillator at various stages of amplification through the 20 cm
amplifier. The full width at the half-maximum points is 0.2 nm, and the
bandwidth decreases as the beam is amplified. The RMS deviation of the focal
profile due to its incoherence is (t/T)1/2, where 1 is the laser coherence time,
and T is the pulse width. Because beam uniformity is very important for direct-




drive laser fusion, it is important to know the bandwidth when optimizing the
laser uniformity. For example, if it is necessary to get a smoother focal profile,
one could broaden the bandwidth, and therefore would need to be able to
monitor the bandwidth.

Computerized data acquisition, archival, retrieval, and display SAIC
designed, tested, implemented, and used a computerized data acquisition
system using (EEE-488 instruments and the Unix operating system. The
system allows the user to take data from a set of instruments (cameras,
oscilloscopes, etc.), and simultaneously archive and display the data. In
addition, the data can be retrieved from disk for later analysis.

The archival and retrieval software is written in ANSI C, and runs on
SCO Unix, DEC Ultrix, and SUNOS 4.1. The analysis and display software is
written in Interactive Data Language (IDL), a commercial product from
Research Systems, Inc.

SAIC has trained various members of the NIKE group in its use. It is
now being routinely used by the NIKE group, and it is planned to be used for
the plasma physics experiments.

Smooth beam amplification SAIC has worked with NRL personnel to
amplify the uniform beam through the 20 cm aperture amplifier {(over 100 J in
4 ns). The results, obtained in August 1993, were presented by Tom Lehecka
of SAIC at the APS meeting. The abstract follows:

Production of Uniform Laser Illumination with the NIKE Laser.*
T. LEHECKA, A.V. DENIZ, J. HARDGROVE, Science Applications International
Corp., S.E. BODNER, K.A. GERBER, R.H. LEHMBERG, E.A. McLEAN, S.P.
OBENSCHAIN, C.J. PAWLEY, M.S. PRONKO, J.D. SETHIAN, J.A. STAMPER,
Plasma Physics Division, Naval Research Laboratory: NIKE is a KrF laser at
the Naval Research Laboratory designed to produce uniform illumination on
flat targets for hydrodynamic and laser plasma interaction experiments. The

goals for NIKE include > 2 x 1014W/cm?2 intensity on target (> 2kJ, 4 ns, 600

um diameter) and less than 2% RMS fluence nonuniformities. Approximately
one-half of the final system is operational and is currently being tested. To
date we have produced more than 120 J in a 4 ns pulse with 4% peak to valley
linear tilts and 2% RMS deviation from a flat top profile. Modifications are
being made to reduce this below the desired 2% peak to valley tilt level.
Experimental results and future plans will be presented.
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*This work is sponsored by the U.S. Department of Energy.

Laser beam nonuniformity effects from random phase distortion and
nonlinear optical processes An investigation was performed in collaboration
with NRL scientists to determine the magnitude of laser profile distortion due to
random amplitude and phase nonuniformities, nonlinear refraction, and self-
seeded stimulated rotational Raman scattering. The investigation included
both numerical simulations and experimental measurements. This was
reported at the SPIE Conference on Laser Coherence Control: Technology and
Applications, January 1993 and is included in this report in Appendix B.

A number of earlier papers, posters, or talks in which SAIC participated
include:

"Design and Development of the NIKE 20-cm Aperture KrF Amplifier,” a
poster presented at the Conference on Lasers and Electro-Optics (CLEO) in
Anaheim, CA, May 1990 (CWF45).

"Production of Flat KrF Laser Focal Profiles with Echelon Free-Induced
Spatial Incoherence,” a poster presented at the above CLEO Meeting (CWF47).

"Large Aperture Discharge Excited KrF Laser Amplifier Development for
the NIKE Laser Facility,” a paper presented at the above CLEO Meeting
(CWG4).

"Optomechanical Considerations for the NIKE Laser," a paper presented
at the KrF Laser Technology Workshop in Banff, Alberta, Canada, September
1990.

"Overview of the NIKE Laser Facility," a paper presented at the IAEA
Technical Committee Meeting on Drivers for Inertial Confinement Fusion in
Osaka, Japan, April 1991.

"Energy Deposition and Extraction from the NIKE 200 -cm KrF
Amplifier,” a poster presented May 1991 at the Conference on Lasers and
Electro-Optics (CLEO) in Baltimore (CWF43).




"NIKE Laser Optical Design and Propagation Issues,"” a paper presented
at the above CLEO Meeting (CTUIS).

"Production of Flat KrF Focal Profiles for Laser Fusion Experiments," a
paper presented at the above CLEO meeting (CTUI6).

"High Fidelity Amplification of Light Using Induced Spatial Incoherence
for Laser Fusion,"” a paper presented at the above CLEO Meeting, May 1992, in
Anaheim, CA (CThI9).

"Calculation of Focal Spot Distortion in the NIKE Laser," a paper
presented at the above CLEO Meeting (CFA2).

"Overview of the NIKE KrF Laser Facility," a paper presented at the Ilird
Workshop on KrF Laser Technology at the Rutherford Appleton Laboratory in
Great Britain, November 1992.

"Effects of Random Phase Distortion and Non-Linear Optical Processes
on NIKE Laser Beam Uniformity,” a paper presented at the above Rutherford
Appleton Laboratory Meeting.

"The NIKE Optical System,"” a paper presented at the above Rutherford
Appleton Laboratory Meeting.

"An ISI Oscillator System with Uniform Profiles,” a paper presented at the
above Rutherford Appleton Laboratory Meeting.

"The NIKE KrF Laser Facility,” a paper presented at the Division of
Plasma Physics Meeting of the American Physical Society, November 1992 in
Seattle, WA.

Mirror control system SAIC developed a mirror control system for the
NIKE laser system; the system controls more than 600 mirrors from a PC
located in the NIKE control room. The system was required to involve low
power consumption for low heat dissipation, have low outgassing, and provide
easy user operation. A stepper motor was selected for our linear actuators to
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move the mirrors along the X and Y axes. A motor driver card was developed
that can drive 8 motors per card and allows for multiple cards per card cage. A
card cage is placed at each mirror array location in the propagation bay where
it performs the function of moving the stepper motors in the linear actuators.

In addition to the manual control an automatic system was developed in
which a camera system acquires the image of the laser beam, calculates the
centroid of the beam and determines the distance required to move the beam to
the center of the mirror.

An active damping system is currently being developed to stabilize the 20
and 60 cm mirrors from both ground vibration and large movements due to the
effects of the large magnetic fields being used with these KrF lasers. Currently
a preliminary prototype has been developed so that NRL will be able to evaluate
several different real time control systems.

Control system design and implementation The NIKE laser's controls
are implemented in split system consisting of a Modicon 984-485
programmable logic controller (PLC) executing critical control logic and U.S.
Data's Factory Link graphical operator interface running on a PC.

During this period tasks have included the following, among others:

Modification and expansion of the oscillator room logic and interfaces.

Control of the 60-cm high-voltage equipment.

Control of the 60-cm magnet power supply.

Expansion of the access controls to include the alleyways outside the
facility and motion detectors in the amplifier room.

Adding data recording of power-system parameters for trouble-shooting
support.

Adding the third operator display monitor.




Automating the log-in process.

All changes are documented and backed-up. Backups are kept at NIKE and at
Pharos.

There have been a few minor problems to resolve during this period.
Included are the following:

The PC for FactoryLink was too small and slow. The replacement NRL
provided was incompadtible with our hardware, particularly the multiple VGA
display adapters. I found another PC that met all requirements.

FactoryLink slowed down when the real-time trending displays were
added for the operator, to the point that it could not sustain the desired one-
second update rate. Some tasks were moved to the PLC, the priority of some
tasks was adjusted, and the earliest parts of the display logic were generally
cleaned up some. The display update is now reliably once-per-second again.
More cleanup will be needed as the controls expand, but we are well over the
hump now.

The PLC's remote 1/0 processor in the amplifier room crashed three
times with failure in the 60-cm high voltage system. The problem was traced to
an unavoidable ground loop in an 18-inch cnaxial cable buried in our cabinet.
This was fixed so that now one can take a Tesla coil directly to this coax cable
without looking up the processor, although there is about a 3 percent change
causing it to halt for about one second. No further problems caused by high-
voltage arcs have been observed.

The PLC ran out of logic memory long before we expected it to. The
problem was that we had inadvertently specified the wrong memory module for
it. Modicon shipped us the correct one for a couple of hundred dollars and the
small one in trade. Now the PLC memory is running about 50-percent
utilization.

On-going tasks include the following:
Integration of the propagation bay into the safety system.




Addition of the south Marx bank on the 60-cm amplifier.

Automation of gas and vacuum controls for the 20-cm and 60-cm
amplifiers.

Providing an integrated, automatic shot sequencer, including interfacing
with the data acquisition system.

Switching the 60-cm amplifier to the UVC power supply.
Expansion into the target area.

Supporting on-going installation and testing of laser system components
and subsystems.

Target area controls planning Preliminary plans have been made to
extend the control system's tentacles into the target area. These should gel
quickly as the target area construction is completed.

Amplifier magnet construction, installation, and testing The magnet
coils were designed about three years ago. During this period they were
fabricated, installed, tested, and are now in regular use. Tasks included the
following:

e Inspecting the magnet coils often during fabrication and participating in
their installation and testing.

¢ Designing and installing the power supply interface to the control
system.

¢ Analyzing the fabricator's field mapping data for NRL.

* Reviewing the electrical installation for proper grounding.

e Calculating and measuring power line distortion caused by the power
supply. As a result, we installed various constant voltage transformers
and back-up power supplies.

Our original cooling estimates were incorrect and thus the magnet's
operation is limited to a lower duty cycle than planned. We designed an




improved cooling system, but the duty-cycle limitation has not been a problem
so NRL hasn't installed the improved system.

The power supply proved sensitive to interference from the adjacent high
voltage equipment, so we added appropriate shielding and filtering to solve the
problem.

60-cm amplifier test support We have provided as-needed support
throughout the installation and testing of the 60-cm amplifier. Included are
the following:

Designing and installing most of the control interfaces.

Trouble-shooting the Physics International controls and correcting the
design to work with two Marx generators.

Trouble-shooting the UVC power supply when it failed. We found five
bad solder joints and several failed resistors, but UVC eventually traced the
problem to a failed high-voltage capacitor.

Helping with the vacuum system and just about everywhere else non-
mechanical.

Three major remaining tasks on the 60-cm amplifier are the following:

Bringing up the UVC power supply again, since it has been repaired. We
expect it will not tolerate the power line notching produced by the magnet
power supply. A line filter for it does not look economically attractive.
Remaining alternatives are time-staggering the two power supplies or running
in separate power for the UVC supply.

Getting the vacuum and gas controls into the control system.
Bringing up the south Marx generator. We have redesigned PI controls

so they will function properly with both Marx generators, but we have not yet
installed the changes.
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Safety We provide limited safety consulting to the NIKE project. This
activity has included the following:

Review of class 3b HeNe laser hazards,
safety walk-through,

contracting DOE and NASA facilities concerning inert-gas-filled spaces,
and

interviewing potential safety consultants.
The second and last items are continuing.

Program management consultation At NRL's request, Orville Barr of
Pharos Technical Enterprises and a consultant to SAIC served as an outside
reviewer of dry-runs for the DOE ICFAC KrF laser program review. He also
attended the review. Most comments were provided verbally, but one written
summary also was provided. He provided comments on plans for the review,
starting several months before the actual review dates. He also provided
comments on NRL's plans for an earlier (December 1992) DOE review of part of
LLNL's ICG program.

Investigation of electron deposition and kinetic instability in an e-
beam-driven KrF laser A study of various Monte Carlo treatments of e-beam
deposition was completed. In addition to the different results of the diverse
models, neglect of return currents due to boundary conditions or electron
density buildup was investigated. The details of this analysis are presented in
Appendix C of this report.

Strongly coupled plasma effects - Possible stabilization of Rayleigh-
Taylor (RT) instability of ablatively accelerated foils caused by strongly coupled
plasma (SCP) effects has been analyzed as a general concept, as possible
explanation of earlier NRL experiments (Grun et al., Phys. Rev. Lett., 1987),
and as a reason to pursue further experimental research on SCP. The
stabilizing influence of SCP effects, such as modification of equation-of-state,
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plasma viscosity, thermal conductivity, surface tension and mechanical rigidity
(in the case of plasma phase transition to the condensed state), estimated from
above in a most generous way, has been found insufficient for suppressing RT
instability, in particular, in the case of the experiment cited above. An
alternative explanation has been suggested for lack of observed perturbation
growth in the short-wave range in this experiment.

A report entitled "On possible stabilization of ablatively accelerated foils
by strongly coupled plasma effects” has been completed and presented to NRL.
The report includes some new analytic results, in particular, those of Sect. 3
(viscosity of a light fluid has been shown to be a stabilizing factor only as long
as the effective Atwood number differs from unity), and in Sect. 4 (RT
dispersion curves for a partly frozen fluid layer have been obtained). A detailed
discussion of the ‘87 NRL experiment concluding that its seemingly surprising
results could be accounted for within conventional hydrodynamic theory, are
presented. The full report is included here as Appendix D.

A new approach to stabilization of ablatively accelerated foils, attempting
to combine the advantages of the snowplow and dynamic stabilization
mechanisms has been suggested.

Stability of a shock-wave-driven acceleration of a plane stratified layer
has been studied using the linearized Chester-Chisnell-Whitham (CCW)
equation. A shock wave propagating in the direction of increasing density has
been shown to be absolutely stable (amplitudes of perturbations decrease with
increased distance traveled by the shock wave). Since the CCW approximation
is not justified for the planar piston problem (which is the most important one
in the context of laser fusion studies), self-similar solutions of gasdynamic
equations for the case of stratified density have been constructed. There are
some indications that the above conclusion concerning stability would not be
changed if the stability of these exact solutions was studied. A numerical
experiment aimed at elucidating this point has been suggested.

Opacity calculations Several important steps were taken to develop a

mechanism for reliably carrying out opacity calculations relevant to the NIKE
program. We make use of a technique developed by SAIC consultant, Bar-
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Shalom, that employs Super Transition Arrays and is known as the STA
method. The following elements were completed.

Configuration interaction In this work the theory that facilitates for the
first time the inclusion of configuration interaction (CI) in the calculation of
emission and absorption LTE spectra was developed. The theory is combined
with the STA method, bypassing the need for huge numbers of matrix
diagonalizations. Analytical expressions for the corrected intensities of super-
transition arrays due to CI were obtained. These analytic expressions serve as
working formulas in the STA codes and in addition, reveal a priori the
conditions under which CI effects are significant (Bar-Shalom et al., 1993a).

Orbital relaxation The treatment of orbital relaxation was improved. At
first for each super array the potential was optimized for the initial super-
configuration only. This was good enough for transition energies of the order of
the temperature. But comparison with measurements (Bar-Shalom, et al.,
1993b) has shown that for transitions of higher energy there is a need also to
optimize the potential of the upper super-configuration. This improvement was
applied 1o the code in a few steps and now the comparison with the available
experiments is satisfactory.

Scattering The treatment of the scattering of photons was improved by
including two correlation effects: one due to exchange and the other due to
Coulomb interaction (Boercker, 1987). These effects are important in cases
where scattering is a dominant mechanism, i.e. high temperatures and high
photon energies.

Low temperature cases When the atom is almost neutral the Average
Atom (AA) model overestimates the contribution of negative ions (especially for
Hydrogen) since in this case the electrostatic interaction between the electrons,
which is ignored in the Boltzman factor in the AA model, is comparable to the
interaction with the nucleus. A special procedure which ignores negative ions
has been developed.

Line shapes The line shape of the individual line is approximated by a
Voigt profile. The parameters needed for this profile are the intensity, the line
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center, Gaussian width and Lorentzian width. The intensity and the line center
are obtained from STA calculations, the Gaussian width is the root mean
square of the STA and Doppler widths. The Lorentzian width due to collisions
with electrons is calculated by the method proposed by Dimitrijevic and
Konjevic [1980]. We have improved the Lorentzian width determination using
the proper radial integrals and a different method for evaluating the collisional
cross section. Care is taken to include the line far wings in cases where they
contribute significantly to the opacity. For this purpose a new algorithm was
added to the procedure for calculating the Voigt profile.

B. Microwave and Millimeter Wave Experiments-1

At the start of this contract period a Kj-band gyrotron oscillator
experiment was completed. Using a 1-1.35 MeV multikiloampere beam from a
pulse line accelerator it generated approximately 250 MW at 35 GHz in a
circular TEg2 mode with a peak efficiency greater than 10%. Details of this
experiment are included in this report in Appendix E, previously published in
Physics of Fluids B (1990).

An experiment was carried out using a gyrotron configuration in which
the electron beam current exceeded the vacuum space-charge-limited value.
This limit was circumvented by introducing background plasma produced by
an array of four plasma guns positioned immediately downstream of the
electron gun anode. Details of this experiment have been published in Applied
Phy -ics Letters in 1990; the paper is included in this report as Appendix F.

A gyroklystron amplifier experiment was performed. The device operated
at an accelerating voltage of 1 MV, consisted of two cavities with fundamental
mode TE?u , and demonstrated a linear gain of 15 dB, an unsaturated output
power ~40 kW, and intracavity gain and power ~ 4dB higher. The second
cavity tracked the driver cavity over a range of 300 MHz around a center
frequency of 35 GHz. This investigation was described in detail in IEEE
Transactions on Plasma Science (1990) and is included in this report in
Appendix G.

14
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C. Microwave and Millimeter Wave Experiments-2

Efforts to increase the bandwidth of millimeter wave rf amplifiers are of
critical importance for applications such as high resolution
radar/communications and missile jammers for Navy
measure/countermeasure systems. In most applications, tenth of kilowatts of
rf power generated from low magnetic field and low beam power is required in
the frequency range of the Ka-band (26 - 40 GHz) and W-band (75 -110 GHz).
Today's most commercially available microwave tubes such as helix TWTs and
coupled cavity TWTs do not meet the Navy's tube development program needs
of rf power > 20 kW for millimeter wave radiation.

Gyro-TWT amplifiers can produce much higher power than the linear
bearn devices due to a relatively large circuit dimension and thus higher beam
power injection in the circuit. Any uniform waveguide cannot produce an
instantaneous bandwidth of more than 3%, unless the waveguide is loaded
with dielectric slabs or with a periodic structure so that the wave phase velocity
becomes constant over a wide frequency range in the slow wave region (vph <
c). Tapering the waveguide is another way of obtaining continuous phase
synchronism of beam and waveguide mode in the fast wave region (vph > c).
SAIC in collaboration with NRL researchers has designed two gyro-TWT
amplifiers that produce Ka-band radiation power of 50 kW in the frequency
range 29 - 36 GHz and W-band millimeter radiation of 10 kW, using a low
magnetic field.

I. Dielectric loaded slow wave cyclotron amplifier (SWCA)

With dielectric slabs insertod in the waveguide, the waveguide cutoff
frequency is shifted down and the waveguide becomes so much less dispersive
that the rf phase velocity is below the speed of light. The dielectric loaded slow
wave cyclotron amplifier is designed so that a constant wave group velocity is
maintained over a wide frequency range when the wave group velocity in the
dielectric loaded waveguide is close to the beam axlal velocity in the slow wave
region (vph < c). The amplifier '« operated with low external magnetic field
(lower by a factor of 2 compared to fast wave gyro-devices) and wide bandwidth
(> 20 %) in the Ka-band frequency range.
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In the design of the amplifier, there are several issues to take into
account: (1) high quality electron beam formation and propagation, (2) amplifier
stability and performance, (3) broadband rf coupler and vacuum window, and
(4) dielectric heating.

The designed interaction is a first harmonic TEx]Q-even interaction to
reduce mode competition and enhance interaction efficiency. A strong second
harmonic gyro-BWO of a TEx]10-odd mode might limit the bandwidth of the
amplifier. A two-stage circuit with a sever has been configured to achieve
stable operation of the SWCA without oscillations in the higher order modes.

Another reason that a sever is inevitable in the circuit is that, since the
dielectric mode converter is designed such that only TEx}g-even mode in the

dielectric loaded circuit can couple with the TE; 9 mode in the standard Ka-

band waveguide, all other hybrid modes might be excited by a beam instability
and would be completely trapped in the circuit. Using a non-linear slow-time-
scale code developed by NRL (Ganguly and Alm, 1990), SAIC examined the
large signal performance on the two-stage SWCA. It predicts a saturated
efficiency of 17 % (output power > 50 kW), a gain of 28 dB, and bandwidth of
20 % (29 - 36 GHz) at V=60 kV, 1=5A, a =1, Avz/vz = 2 % (Choi et al.,
1992). The efficiency is very sensitive to the velocity spread. This is because

the SWCA interaction takes place at large values of the propagation constant,
kjl. The paper by Choi et al is included in this report as Appendix H.

One of the main concerns in the dielectric loaded circuit was an issue of
electron beam interception on the dielectric and charge drain-off. Since the
peak rf field is located in the dielectric in the slow wave region, the beam
should be propagated close to the dielectric surface for high efficiency.
However, in practice, a beam radius (or, a Larmor radius in an axis-encircling
beam) can not be more than 0.9 d because of difficulties in aligning a beam
axis to a magnetic field axis and in having a straight field axis. In the present
design, a 30 mil clearance between a beam and a dielectric surface was chosen.
SAIC developed a double ridged circuit to prevent electron beam bombardment
on dielectrics. It consists of two dielectrics lined on the waveguide narrow
walls and four metal ridges next to the dielectrics. Beam-wave coupling in the
ridged circuit is expected to be stronger than the circuit without ridges because
a peak electric field shifts from the dielectric region to the vacuum region.
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Rf couplers in the SWCA should have a broadband coupling
characteristic. In addition, a return loss on each component has to be better
than the gain of the amplifier. Both a directional coupler and a mode converter
were designed by SAIC so that the maximum rf power can be transferred into
the desired mode in the circuit, TEx]10-even mode. Cold-tests on the 1.5" long
compact directional coupler show a coupling value of -0.4 dB in the frequency
range of 22.4 to over 40 GHz, which corresponds to -3 dB bandwidth of 60%
(Choi et al.,, 1993a). A broadband rf vacuum window should cover the
bandwidth of the amplifier. In addition, the window material is chosen for good
thermal conduction with low heat loss. SAIC designed and cold-tested a
broadband rf window which is a three step 1/4 wavelength long BeO dielectric
[Choi, et al., 1993a]. Cold-tests on the rf vacuum window show a return loss of
better than -20 dB in the frequency range of 24 - 37 GHz.

The dielectric material chosen is a Transtar (99.9 % of Al203). It has a
relative dielectric constant of 10.1, low loss tangent (10-4), and very high bulk
breakdown field (~ 190 kV/cm). It is known that the dielectric properties
change temperature. It has been pointed out by SAIC that the temperature
change due to a finite loss tangent and the risk of electron beam heating on the
dielectric could result in rf pulse shortening. Therefore we suggest monitoring
the temperature rise during experiments. A circuit has to be designed for good
heat conduction to the outside. The paper by Choi et al (1993a) is included in
this report as Appendix I.

II. Frequency multiplied harmonic gyro-TWT amplifier

Broadening bandwidth in the fast wave interaction is achievable by
tapering both waveguide and magnetic field along the axis. A frequency
multiplied harmonic gyro-TWT amplifier has unique features that will meet the
requirements of the Navy electronic countermeasure system. It is designed to
operate the amplifier at a low magnetic field that can be provided by a PPM
(periodic permanent magnet) while the bandwidth can be maintained over 10%
(90 - 100 GHz) in W-band. The interaction circuit consists of two linearly
tapered waveguides of rectangular cross-section separated by a uniform drift
section. The two stage configuration is used to isolate the input and output
signals and to enhance the gain and efficiency by pre-bunching the beam. The
concept of "frequency multiplier" was first introduced in the US by SAIC and
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NRL researchers (Choi et al, 1993b); a low frequency drive signal (Ka-band) is
injected in the tapered input section to modulate the gyrating beam and
amplified radiation in the tapered output section is extracted with frequencies
(W-band) increased by a factor of the harmonic numbers. The beam-circuit
clearance in the output circuit is tight since the operating mode is chosen to be
the lowest rectangular waveguide mode. Due to such a tight beam clearance,
the output circuit was designed to be of square cross-section. Longitudinal
slots parallel to the desired electric field were needed to radiate the undesired
polarized TE10 mode from the circuit and be absorbed in the lossy dielectric
slabs. For maximum radiation of the undesired polarization without affecting
the desired TE10 mode, the slot width should be 4 to 6 mils and the thickness
in the range of 30 - 40 mils. The clearance for a hot beam (Avz/vz = 2%)
changes from 10 mils (at the location with the smallest width) to 20 mils along
the output circuit. This corresponds to a beam filling factor of 50 - 68%, which
is acceptable for a W-band circuit. It is crucial that the magnet provides a
straight field over the circuit length for good beam propagation. There is no
concern about beam interception in the input section because the circuit
width, which determines cutoff frequencies, is made three times wider than the
output circuit width. The details of this work are described in Choi et al
(1993b) which is included in this report as Appendix J.

SAIC examined the performance of the frequency multiplied harmonic
gyro-TWT amplifier by the use of a large signal code that was developed by NRL
researchers (Ganguly and Ahn, 1984). The code predicts a saturated gain of 30
dB, an efficiency of 10% corresponding to 10 kW radiation output in the
frequency range of 90 - 100 GHz at Avz/vz = 2%, 50kV, 2 A, a=1 to 1.4.
Input (Ka-band) and output (W-band) couplers will be multi-hole directional
couplers similar to that mentioned in the SWCA. A coupling value of better
than - 0.4 dB over 70 - 110 GHz is predicted by a 3-D electromagnetic code,
HFSS (HP High Frequency Structure Simulator User's Reference, 1992). A W-
band rf vacuum window will be a three step 1/4 wavelength BeO. HFSS
simulations show a return loss better than - 25 dB in the frequency range of 90
- 100 GHz. A paper submitted to the IEEE Plasma Science Journal entitled,
"Design of a 50 kW, Broad Ka-Band Slow-Wave Cyclotron Amplifier” is included
in this report as Appendix K.
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D. Studies of Novel Accelerator Concepts and Free Electron
Lasers

1. Magnicon Amplifier

The magnicon employs a scanning beam that is obtained by the passage
of a magnetized pencil beam from an electron gun through a deflection system
to generate microwave radiation. The magnicon has the potential of extremely
high efficiency and is therefore a candidate to power future high-gradient radio-
frequency accelerators. We have employed a combination of analytical methods
and numerical codes to study and design a magnicon amplifier for operation at
X-band (11.4 GHz) at NRL. Cold tests of the cavities are in progress at the
magnicon laboratory.

2. Diffraction of Directed Beams

Propagation of directed beams of electromagnetic radiation is of interest
in a number of applications including power beaming and remote sensing. A
number of researchers have proposed and analyzed novel electromagnetic
wavepacket forms, claiming superior propagation characteristics as compared
to conventional Gaussian wavepackets. We have made a detailed analysis of
these proposals. Our conclusion is that in every case a careful comparison
reveals that the claimed superior propagation property is unfounded. These
results have been described in more detail in two publications: (1) Journal of
the Optical Society of America A (1991) and (2) Physical Review Letters (1991).
They are included in this report as Appendices L and M respectively.

3. Synchrotron-Betatron Parametric Instability in Free-Electron Lasers

It is shown that the nonlinear coupling of the synchrotron motion and
the betatron oscillation of electrons in free-electron lasers leads to an instability
which grows exponentially in time. This parametric instability is of a different
physical character from those analyzed previously. This work has been
described in more detail in two publications: in Physical Review A (1990) and in
Nuclear Instruments and Methods in Physics Research A (1990), which are
included in this report as Appendices N and O respectively.
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4. Electron-Beam Quality in Free-Electron Lasers

The beam quality requirement in free-electron lasers (FEL) is often
expressed as A = ne, where A is the wavelength and ¢ is the unnormalized
emittance. We have obtained a generalization of this expression valid for an
FEL in the gain guiding regime of operation. This work has been described in
more detail in a publication in Nuclear Instruments and Methods in Physics
Research A (1990), which is included in this report in Appendix P.

5. Effect of Tapering in Free-Electron Lasers

We have performed numerical simulations of a high-power free-electron
laser. We have shown that tapering improves the quality of the optical beam by
reducing the growth of sidebands. Additionally, we find that as the tapering
rate increases, the effect of refractive guiding is significantly reduced. This
work has been described in detail in two publications: (1) Physical Review
Letters (1990) and (2) Nuclear Instruments and Methods in Physical Research
A (1990}, which are included in this report as Appendices Q and R respectively.

E. Studies for the Modified Betatron Accelerator (MBA)

SAIC made substantial contributions to the analysis and simulation of
NRL's modified betatron accelerator (MBA) experiment up to the time that the
program was terminated in mid 1992. Much of the work is included in the NRL
Memorandum Report entitled, "Final Report, The NRL Modified Betatron
Accelerator Program,” NRL/MR/6793-92-7161 (1992} included in this report as
Appendix S. Specific elements of SAIC's contributions are described below.

1. Using the Poisson code, a Poisson equation solver, SAIC designed the
extractor component compatible with the extraction scheme that was to be
implemented for the beam extraction in the MBA. The scheme for the ring
extraction was based on three stages. During the first stage, the ring is
displaced radially outward by mismatching the vertical magnetic field to the
electron energy with a local time dependent magnetic field (t = 5-10 usec).
During the second stage, a local vertical magnetic field disturbance, generated
by the agitator coil, transforms the ring into a helix in the toroidal direction.
The minor radius of the helix increases with each passage through the agitator
coil (t = 40-60 nsec). Finally, during the third stage, the electrons reach the
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extractor (the component designed by SAIC), which has the property that it
cancels out the external magnetic fields transverse to its axis. Thus, the
electron ring unwinds into a straight beam (t = 2nsec). This work has been
described in more detail in a presentation given at a technical review workshop
in June 1989. It is included here as Appendix T.

2. SAIC made extensive calculations for the design of the stellarator
windings that were implemented in the MBA and led to the successful
acceleration of the beam. It can be shown that, due to the large values of the
stellarator field index at the initial stage of the acceleration, the beam
confinement is improved with strong focusing. Initially, stellarator and
torsatron winding conﬁgurations were considered. Both configurations have
advantages and shortcomings. The stellarator configuration was finally
selected not only because of the small net vertical field and the lower current
per winding but also because it was compatible with the contemplated
extraction scheme. The stellarator current must be appropriately chosen;
otherwise it may cause an unstable behavior of the beam centroid due to the
integer resonances of the bounce and strong focusing modes of the stellarator
windings (see, for example, Fig. 23, on p. 121 of the final report in Appendix S).
Further details can be found in two papers: (1) Proceedings of SPIE (1990)
included here in Appendix U and (2) Physical Review Letters (1990) - Appendix
V.

SAIC analyzed and interpreted the experimental data from the
acceleration experiments that were associated with the cyclotron resonances
present in the device during acceleration. The experimental results were also
consistent with the excitation of the electron-cyclotron instability, which is
caused by the coupling of the electron-cyclotron mode with the TE;; waveguide
mode of the torus. Attempts were made to measure the poloidal and toroidal
fields of the electromagnetic modes inside the torus. Measurements with
wideband probes yielded null results. Therefore, the beam loss was attributed
to the crossing of the electron cyclotron resonances, i.e., when the ratio of the
toroidal to the vertical magnetic fields becomes an integer. The excitation of
these resonances is due to field errors in the toroidal or vertical external
magnetic fields. Additional details of this work can be found in Appendix V,
referred to above, and in a paper published in Physics of Fluids (1991) and
included in this report as Appendix W.
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4. The diffusion of the magnetic field through a toroidal conducting shell was
studied under the assumption of small aspect ratio. The external field that
diffuses into the toroidal shell can have an arbitrary field index and magnetic
flux on the minor axis of the torus. The diffused field, field index, magnetic
flux and wall current were computed analytically and compared with the
numerical results from the TRIDIF code. Three time constants determine the
evolution in time of the diffusion process, namely, the L/R time, 1o, the
diffusion time, 1), and 12 = 11/2. The delay time depends linearly on 1, T}, and
also on the flux condition of the external field. The agreement between the
theoretical and numerical results was quite good. A measurement of the delay
time in the toroidal chamber of the NRL modified betatron gave a delay time
equal to approximately 34 usec, i.e., less that 10% smaller than the theoretical
value of 37 usec. The main conclusion of the study was that the diffusion
process in a toroidal conducting shell is much more complicated than that in a
conducting cylinder. Therefore, the results for a cylinder cannot be generalized
to apply to a toroidal device. This work has been described in more detail in a
publication in the Journal of Applied Physics (1991) and is included here as
Appendix X.

5. The diffusion of the self magnetic fields of an electron beam through a
resistive toroidal chamber was studied. The computed image fields were used
in explaining the resistive beam trapping in the MBA immediately after the
beam injection. The resistive trapping is due to the negative radial component
of the image magnetic field of the beam that acts on its centroid, when such a
beam moves poloidally inside a resistive chamber. This field component
crossed with the axial (toroidal) velocity of the beam produces a poloidal force,
which is in the opposite direction to the poloidal motion of the beam. In the
absence of strong focusing and when the self-fields dominate the external fields
(high-current regime), the poloidal force in conjunction with the axial (toroidal)
magnetic field drives the beam to the wall (drag instability). However, in the
presence of strong focusing the direction of the poloidal motion can be reversed
and the beam spirals to the minor axis. Two modifications were introduced to
the original resistive trapping model. First, the beam motion is not limited near
the minor axis and therefore nonlinear effects and the fast diffusion times
become important. Second, in order to take into account the intermediate
motion of the beam that was omitted in the calculation of the image fields of
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the beam, the wall surface resistivity was completed using the skin depth that
corresponds to the frequency of the intermediate mode and not the actual
thickness of the chamber. With these modifications, the revised model of
resistive trapping is in agreement with the experimental observations. Further
details concerning this investigation can be found in two papers: (1} Physical
Review A (1991) included here as Appendix Y and (2) an NRL Memorandum
Report (1991) presented here in Appendix Z.

6. Beam trapping in the modified betatron could be achieved by means of a
localized bipolar electric field pulse rather than a magnetic field pulse that was
actually used in the experiment. The pulseline that generates the bipolar
electric pulse was constructed and tested but was not installed in the MBA.
SAIC's contribution in the paper by J. Mathew et al. was the computation of
the eigenfunctions and eigenvalues in a toroidal cavity that supports quasi-TE
and quasi-TM modes. This paper is included here as Appendix AA and was
published as an NRL Memorandum Report (1992).

7. SAIC investigated the dynamic behavior of an electron ring close to a
cyclotron resonance in a modified betatron accelerator. In the presence of a
vertical field error, there is a threshold value of the field error amplitude that
separates two distinct regimes. Below threshold (Fresnel regime) and for zero
initial perpendicular velocity, the perpendicular velocity increases by a finite
amount as the resonance is crossed. The increase, as well as the time it takes
to cross the resonance, are inversely proportional to the square root of the
acceleration rate. Above threshold (lock-in-regime), the perpendicular velocity
is proportional to the square root of the acceleration rate and increases with
the square root of time while yfg remains on the average constant, where ¥y is
the relativistic factor and B¢ is the ratio of the ring toroidal velocity to the
velocity of light. Therefore the ring locks into the resonance. The threshold is
predicted by the slow equations of motion that were derived by averaging out
the fast cyclotron motion. The origin is the nonlinear dependence of yf3g on the
perpendicular velocity and the fact that the cyclotron frequency is inversely
proportional to ¥Bg. Possible ways to increase the threshold were studied. One
possible way is to increase the acceleration rate, since it was shown that the
threshold value is proportional to the 3/4 power of the acceleration rate.
Another possible way is dynamic stabilization, i.e., the addition of a small time-
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dependent field to the main toroidal field, which provides an effective increment
to the acceleration rate if it has a negative time derivative during the resonance
crossing. Finally, the multiple crossing of the same resonance was analyzed in
the presence of dynamic stabilization with some interesting results (see, for
example, Fig. 14 in the paper in Phys. Rev. 47, 2043 (1993}, included here as
Appendix BB. Additional details have been presented in two SPIE Proceedings
(1991 and 1992) included respectively in Appendices CC and DD and in an
NRL Memorandum Report (1992) included in Appendix EE.

F. PHAROS III Studies

Several studies were carried out by SAIC researchers in support of
PHAROS III Nd-glass laser experiments performed at NRL. In one study the
effect of induced spatial incoherence (ISI), a beam smoothing technique to
provide highly uniform illumination for direct-drive laser fusion, in suppressing
certain deleterious plasma instabilities was investigated. Suppression had
been noted for stimulated Raman scattering (SRS) and stimulated Brillouin
scattering (SBS). In these experiments ISI reduced 3 w,/2 emission from laser-
irradiated targets at 0.53 pm. However, the mechanism appears to differ from
suppression of SRS or SBS. This has been described in more detail in a
publication in Physics of Fluids B (1991), included in this report as Appendix
FF.

An experiment to investigate instability mechanisms in laser-produced
plasma jets was carried out at NRL. It used the beams from the PHAROS III
Nd-glass laser operating at wavelength 1054 nm, employed 2 ns pulses with
energies between 30 and 300J. Dramatic structuring instabilities developed
with growth rates much larger than characteristic of Rayleigh-Taylor or Kelvin-
Helmholtz. The results represented the first detailed observations of large-
scale-length electron-ion hybrid instabilities in a laser-produced plasma. This
work has been published in Physics of Fluids B (1992) and is included here as
Appendix GG.

An experiment to investigate the large Larmor radius regime was carried
out. The plasma is formed by placing a small Al disk target in the focal region
of one or two beams of the PHAROS III Nd laser. In this regime in which the
expansion speed is sub-Alfvenic the experiment demonstrated linear and
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nonlinear properties of a flutelike instability. The observations are similar to
those from barium releases in the Active Magnetospheric Particle Tracer
Experiment (AMPTE) and from the Combined Release and Radiation Effects
Satellite (CRRES) magnetospheric barium releases. This work is described in
detail in a publication in Physics of Fluids B (1993) and appears here in
Appendix HH.

G. Electron Beam Diagnostics

The NRL SuperIBEX accelerator produces an intense relativistic electron
beam (I=15kA, E=5MeV). SAIC researchers played a major role in developing a
Faraday cup to measure time-dependent relativistic electron beam profiles.
Details of this diagnostic and the experimental measurements are described in
the Review of Scientific Instruments (1991); the publication is included in this
report in Appendix II.

H. Microwave Energy Deposition in the Upper Atmosphere

During the last contract period the utilization of microwaves and lasers
developed at the Plasma Physics Division of the Naval Research Laboratory to
accomplish remote monitoring of the atmosphere, stratosphere and ionosphere
was assessed. Results of the ongoing effort were often presented orally during
the duration of the contract. An important milestone of the effort was the
invention of a novel technique for optical diagnostic of the minority
atmospheric constituents in the troposphere and the stratosphere. A brief
description of the technique follows:

The technique relies on excitation of atoms and molecules of minority
species by electron impact during and following impulsive atmospheric
breakdown. Radio waves in the 2-15 GHz range generated on the ground and
focused using a 34 meter dish at the relevant atmospheric altitude can trigger
breakdown if the combination of pulse length and effective radiation power
(ERP) exceeds a threshold whose value depends on a combination of
atmospheric and microwave parameters. Electron fluxes with energy up to 30
eV are produced during the ionizing pulse. During both the energization stage
and the cooling stage the electrons deposit their energy in the atmospheric
atoms and molecules. The excited atoms and molecules radiate part of this
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energy as prompt or delayed emissions in the visible, UV and IR bands. By
measuring the emission rate due to minority species whose diagnosis is desired
and by comparing them to the emissions from majority species such as O
their mixing ratio can be determined and monitored with high accuracy.
Altitude profiles can be determined by changing the focal spot of the
microwaves. The technique allows for measurement of winds and atmospheric
turbulence by following the after glow transport.

During the past contract period a strawman facility was designed. The
facility was based on 10 GHz microwaves focused by a 34 meter dish at 30-50
km altitude. Pulse lengths of the order 10-50 nanoseconds were required for
power of the order of a few Gigawatts. A strawman diagnostic system was also
designed. Photometers as well as lidars were considered. An assessment of
the capability of such a system indicated that it can detect species with mixing
ratios below one particle per trillion. Experimental parameters for a laboratory
proof of principle were also determined. Comprehensive analysis is presented
in a paper accepted for publication by the Journal of Geophysical Research.

I. Visualization Tools and Parallel Prucessing for Physics
Applications

The following outline describes visualization tools, software development
and other support provided by SAIC to NRL researchers for a variety of physics
applications.

1. SAIC designed a 3D visualization tool to model the position in space
of magnetic windings around a half-torus accelerator. The data for
the magnetic windings' location in space came from the input deck
to the Mafco magnetic field solver code. By using this input deck
SAIC was able to produce images that were directly related to the
proposed experimental setup. After debugging the visualization
code, SAIC used it to analyze the location of the windings and to
determine if the windings were correctly terminated. These
terminations were impossible to locate without the use of the
visualization software because their location was represented by
several input parameters and mathematical functions. This software
provided a check for the Mafco input parameters.
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SAIC also improved the IDL point plotting package and supplied a
user's tutorial for this package.

SAIC researched potential graphical interfaces to determine the
optimal setup for executing acoustical simulations.

SAIC developed a series of software tools for manipulating the GDEM
soundspeed database. These tools made it possible to update the
database and to account for physical phenomena such as the
movement of the Gulf stream. SAIC also designed and developed
tools to map regions of the ocean and to graphically display their
sound speed profiles. It is now possible to examine specific latitude
and longitude locations and to determine the sound speed profile at
each location. This tool was used to add the region of the Tasman
sea to the GDEM database in order to numerically study this region.

SAIC ported several computer codes from the VAX environment to
the SGI workstations. This conversion involved replacing VAX
specific FORTRAN code, interfacing with newly developed SGI
graphics routines and solving problems arising from VMS-UNIX
incompatibilities.

SAIC developed a point plotting package for the SGI workstations to
handle visualizing lineplotted data and providing output to the
Tektronic color printer.

SAIC integrated their point plotting package into a simulated-
annealing propagation code. The resulting code generated a multi-
window display which graphically kept track of several key variables
at run time. This animation provides scientists with a method for
determining the accuracy of their model in real time. This code was
successfully used to analyze data during an at-sea experiment.

SAIC created software to generate a 3-D representation of the GDEM
sound speed database. The resuits generated by this program were
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10.

11.

12.

13.

used as input to a 3D visualization program which was also
improved by SAIC.

SAIC developed a conversion program on the VAX to read output
data collected from a matched-field processing run and created a file
that could be viewed by graphics code on the SGI workstations. To
facilitate the data transfer between the VAX and the SGI
workstations, SAIC implemented the TRANSLS software. SAIC has
subsequently translated several other data files into an SGI format.

SAIC developed comprehensive documentation for their point
plotting package to allow stand-alone use at sea.

SAIC integrated the HITS ship-location database with the matched-
field processing (MFP) code so that ship noise could be more
accurately modeled in propagation simulations. This integration
involved modifying the MFP code and porting mathematical library
functions from the IMSL library. Several random ship distributions
were created using this software. Graphical descriptions were then
generated to depict these ship distributions as well as the average
ship distributions as reported by HITS. These descriptions were
combined with the MFP command file to create target detection
simulations. These combinations were tested for several cases with
varying source levels and ship distributions. The results were used
to help determine the position of experiments in order to minimize
the interference due to ship noise.

SAIC tested frarmemaker and instructed government personnel in the
use of this desktop publishing software. SAIC also served as a
reference for scientists and analysts to deal with issues concerning
the use and applications of the UNIX operating system.

SAIC (in collaboration with NRL and PSI) continued a major research

effort using the Connection Machine 200 under the 6.0 version of
CMFortran. This effort involved upgrading several existing routines
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14.

15.

16.

17.

and solving incompatibility problems arising due to the differences
in the SUN and SGI operating platforms.

The team included the backscatter correction in the Wide Area Rapid
Acoustical Prediction (WRAP) model and implemented this version
on the Connection Machine 200.

The team redesigned the connection machine code to take advantage
of some parallel structures that needed representation in polar
coordinates. The connection machine architecture had drastically
limited the Cartesian model because several times more grid points
were needed to describe the area in Cartesian coordinates and
because the Cartesian layout caused many processors to attempt to
collide when accessing data arrays. This conflict was avoided in the
polar model because redundant grid points were eliminated when
describing the 256x256 millimeter Cartesian grid. The algorithms
were also tailored toward the other coordinate system. In polar
coordinates the radials were independent so that eachradial could be
calculated in parallel. This parallel structure allowed processors to
be used to calculate several acoustical modes at once. This savings
in processor allocation increased the performance of the
backscattered wrap model several times.

SAIC designed a series of cshell scripts to analyze data collected at
sea. These scripts automated many of the repetitive data processing
programs. By using this method, several man-weeks were saved.
Subsequently, SAIC modified several of the scripts to increase
efficiency for other projects as well.

Sediment Inversion Model: SAIC used the Simulated-Annealing
method for perturbing parameters to determine the optimal model
for ocean sediment properties in the specified region. After
perturbing the parameters the model generated a file containing the
acoustic modes. This mode file propagated the signal from source to
receiver along the path used for taking the experimental data. The
model then generated a transmission loss plot along the
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19.

20.

21.

22,

experiment's track. The simulated transmission loss (TL) array was
then compared against the experimental TL curve. Based on the
results of this comparison the parameters were kept or rejected and
the process restarted. A cooling schedule was set up limiting the
number of changes in parameters to be accepted based on how
many time steps the program has advanced. The model yielded
some promising results.

At-Sea Experiment Track Determination Simulation: SAIC used the
Parabolic Equation model for acoustic propagation monitored by
Kevin Heaney to determine the difference in accuracy of
transmission loss data taken for several radials at different angular
spacing. This information was used to determine the experiment's
track in order to maximize spacing between radials while minimizing
loss of accuracy. This project is still in progress and has generated
graphical manipulation spinoffs.

Focalization Code: SAIC used a trial source determination method
which locates a source when limited environmental data is available.
While this technique is not reliable if information is available for
source (or receiver) location only, it is quite successful with specific
information available at both source and receiver locations.

Global Positioning: SAIC tested the data collection process of the
Global Positioning System (GPS) and wrote a users manual that
enabled scientists to set up and collect data for several at-sea
experiments.

SAIC automated several programs to perform repetitive tasks and to
enable the codes to handle their own operation. This automation
saves time and increases productivity.

SAIC interfaced the acoustical Parabolic Equation code with a
graphical software application so that the program generated
animated graphics as the acoustic modes propagate in range. These
animations were used as a video for presentation.
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23. SAIC was first author on a paper that appeared in Shock Waves,
Proceedings of the 18th International Symposium on Shock Waves,
(1992) entitled "Enhanced Mixing from Shock-Generated Turbulence
in Dusty Air,” by P. Boris, J. Boris, R. Hubbard, E. Oran, and S.
Slinker. This paper is included in this report as Appendix JJ.

24. SAIC, working with PSI and NRL, continued modeling reverberation
properties using the Connection Machine Backscatter-Wrap code.
The paper, "Reverberation Modeling with the Adiabatic Normal Mode
Model Applications to the ARSRP Experiment,” by D. Dacol, P. Boris,
E. Jennings, and E. Kim, shows the reverberation information
graphically. This paper is included here as Appendix KK.

Several other papers have resulted from the work described above. They
are included in the Appendices as follows:

"Hydrodynamic Simulations of Beam-Generated Turbulence in
Channels,” P. Boris, J. Boris, R. Hubbard, E. Oran, J. Picone, S. Slinker; NRL
Memorandum Report 6677, "NRL 1989 Beam Propagation Studies in Support
of the ATA Multi-Pulse Propagation Experiment.” SAIC also presented number
iii. at the DARPA SDIO Charged Particle Review 1990 as a poster. See Appendix
LL.

"Beam Propagation in Channels,”" R.F. Hubbard, S.P. Slinker, R.D.
Taylor, R.F. Fernsler, A W. Ali, G. Joyce, and P. Boris; NRL Memorandum
Report 6675: "NRL Beam Propagation Theory Studies in Support of SuperIlBEX,
PULSERAD, RADLAC, PURE, and DELPHI." See Appendix MM.

"Foil Focusing for Transport and Conditioning," R. Fernsler, R. Hubbard,
S. Slinker, P. Boris, Proceedings of 1989 DARPA/SDIO/Services Charged
Particle Beam Propagation Review. See Appendix NN.

Two additional contributions: "Wire Cells I: Vacuum" in Appendix OO
and "Beam Stability and Range Extension Predictions for the ATA Multi-Pulse
Propagation Experiment” in Appendix PP.
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APPENDIX A
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A KrF oscitlator system that has produced highly umform flai-10p focal distnbutions is described. The oscillator system is part

of a large iaser sysiem that will utilize the echelon-free induced spatial incoberence technigue 10 obtaia uniform illuminsnos of
pianar 1argers for fusion research. With this sysiem., focal profiles with smail long scale length nonumformities have been obtained.
The nosuaiformity was determined by performung 2 least-squares fit 10 a sevies of profiles. and caiculating the deviation of esch
fis from a flat-top profile. With a linear fit, the deviaton averaged over the series is 2 0.5%, and with a quadratic fit, it is + 1.4%.
Detauls of the oscillator sysiem coafigurstion, foctl uniformity messurement techniques, and resulting focal profiles are presested.

1. Jotroduction

One of the requirements for high-gain direct-drive
inertial confinement fusion is a highly symmernic
implosion of the spherical fuel pellet. Ablation pres-
sure nonuniformities less than a few percent are
thought to be required. If an ultraviolet waveiength
is used (which couples more efficiently to the target
than longer wavelengths), then there is only modest
lateral smoothing of the ablation pressure (1].
Therefore, success with direct drive laser fusion re-
quires the development of techniques for highly uni-
form illumination of fuel pellets. It is perhaps im-
possible with today’s technology to have a uniform
focal illumination with a nearly diffraction limited
beam. Progress has instead been made by methods
that employ controlled spatial and temporal incoh-
erence with focal profiles that are smooth when av-
eraged over many temporal coherence times {2-11].
These smoothing techniques have been shown to re-
duce laser plasma instabilities (12-18]. However,
with existing high energy glass lasers, peak-to-valley
focal nonuniformities still are typically ~ 10% with
these techniques [9-11].

The NIKE KrF laser system {19-21] curreatly
under construction at the Naval Research Labora-
tory, is being built to have focal profiles that are uni-
form enough 10 produce ablation pressures flat to
within 2% on planar targets. NIKE will use the ech-
clonfree induced spatial incoherence (EFISI) tech-
nique {3] to produce 60 time diffraction limited flat-
top focal profiles with at least two kilojoules in 4 ns
on target.

The EFISI technique is illustrated in fig. 1. An 0s-
cillator with spatially incoherent output illuminates
an object aperture, whose image is relayed by the two
lenses to the image plane. Light from each point in
the object aperture illuminates an aperture at the
Fourier plane with the same intensity. The light
passes through the object aperture, is amplified at
the Fourier plane. and is then focused at the image
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Fig. |. A simplified schematic of the echelon-free induced spstial
incoherence techaique.
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plane. With the EF1S] tecnmique. the image profile
would not be strongly atfected by the spaual non-
uniformty of the ampiifier gain because lLight from
cach point in the object aperture 1s amplified by the
same amount. Also. because the image 1s aiready
many umes diffraction limited. it wili not be stroagly
affected by the phase aberrauons of the laser system.

There are several requirements that the oscillator
must meet:

(i) The light at the object aperture must have suf-
ficient spatial incoherence (divergence) to fill the
Fournier apenre.

(ii) The oscillator output must have sufficient
temporal incoherence 1o produce a time-averaged
smooth profile.

(ii1) The light at the object and Founer apertures
must produce a uniform flat-top profile at the image
plane.

(iv) The light from each point in the object ap-
erture must illuminate the Fourier aperture with the
same profile.

Requirements (i) through (iii) are perhaps
straightforward. Requirement (iv) is necessary so
that the focal profile be insensitive to gain nonuni-
formities of an amplifier located at the Fourier plane.
These requirements are dj in the next section.

Here we report on F oscillator system with
unconventional resonator optics that has come close
to meeting the above requirements. This oscillator.
with a two stage Pockels cell puise slicer, produces 4
ns flat-top focal profiles (using an f/130 lens) with
tilts on the order of 1% and the temporal coherence
time of 0.6 ps. When a nonuniform amplifier gain
was simulated by «‘ocking haif the Fourier aperture,
the tilts were still less than 3%. This system ap-
proached the focal uniformity goals for the NIKE
laser.

In this oscillator, the laser medium is imaged back
onto itself by the resonator optics. Thus a photon that
makes a large angie with the longitudinal axis will
still pass through the laser medium, even after many
transits (unless the angle is so large that the finite
size of the laser chamber windows blocks it). The
output of this oscillator therefore has greater anguiar
divergence than the output of an oscillator with con-
ventional stable resonator optics. In addition, the
Fourier aperture is illuminated more nearly uni-

2

OPTICS COMMUNICATIONS

1993

formiy by each pownt in the object apenture. as re-
quired by the EFISI tecimique.

The next secuon descnbes the oscitlator setup 1n
greater detaii and presents iis measured character-
istics. Section 3 presents detaus of the puise slicin:
system. Secuon 4 presents detaus of the imager usea
to measure the profiles. Section 5 presents the focai
profiles and the algonthms used to evaluate them.
Section 6 summarnzes the resuits and presents the
conclusions.

2. The oscillator system

As mentioned in the introduction, the oscillator
output must be spaually incoherent so that it can
produce a beam that is many umes diffraction lim-
ited. The focal profile does not then depend strongly
on the phase errors encountered during propagation.
The focal profiles presented are 60 times diffraction
limited. although the NIKE system has been de-
signed 10 propagaie beams which are up to 120 times
diffraction limited without vignetting. If both the
object and Fourier apertures are circular, then the
beam is N, times diffraction limited with
Ny=Dd/Af, (n

where D is the Fourier apenure diameter, d is the
object aperture diameter, 4 is the wavelength of the
light (248 nm), and fis the focal length of the iens
between the object and Fourier apertures.

The second requirement is that the osciilator out-
put be iemporaily incoherent. At any given time, the
focal profile is a complicated speckle pattern. After
one coberence time, it is a different pattern. The
measured profiles are time-integrated, so that if the
measurement is made over more coherence times,
then both the shot-to-shot vanation due 10 the spec-
kie and the random vanation from one coherence
zone to the nextud’ﬁicreased. The coherence time
must be short enou;h so that these variations are not
too large.

The third requirement is that light from each part
of the object aperture illuminate the Founer aper-
ture with the same anguiar energy distribution. This
requirement can be stated more precisely as follows:
Let /(x, k) be the time-averaged intensity profile at
point k within the Fourier aperture due to light from




Volume . number

several coherence zones (which have a size of
~d/60) around point x 1n the object aperture. The
requirement becomes

vz k)=0. (2)

Note that /( 1, k) need not aiso be uniform across the
Founer apenture. If eq. (2) is sausfied. then the fo-
cal protile will be flat, even f the light is subjected
10 nonuniform amplification at the Founer aperture.

Equation (2) can be checked by placing a small
pinhole 1n the object aperture and measunng the
time-averaged intensity profile at the Founer aper-
ture. The resulting Founer intensity profile should
be the same regardless of where the pinhole is placed
within the object aperture. Adherence to eq. (2) can
also be checked by blocking vanous regions of the
Founer aperture. and observing whether or not the
image maintains its flat-top shape. The latter method
was used in this work.

Figure 2 shows the optical setup for the oscillalor
used for the results presented here. The oscillator op-
tics image the laser medium back onto itself. All the
oscillator configurations investigated used a2 ! cm X
2 ¢m x 80 cm discharge pumped KrF laser medium.
The rear optics consist of a positive lens and a high-
reflectivity flat mirror with an aperture, and the front
optic is a 50% reflectivity flat mirror. The distance
between each mirror and the lens is equal to the focal
length of the lens (1 m). Light from point a inside
the laser medium will be imaged, after reflection by
both the front and rear optics. at point b. This prop-
erty of imaging the laser medium back onto nseif
produces a large angular divergence.

Conventional discharge oscillator optics did not
satisfy these requirements. A stable resonator setup
consisting of a flat front mirror and a rear mirror with
a large radius of curvature (S m, 10 m, and co) was
tested. While the image of the object aperture was
flat, the angular divergence was too small to produce
the required 60 times diffraction limited beam.

The front of the laser medium (which is approx-

; f ' f
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Fig. 2. The optical setup for the oscillator.
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imately 10 cm from the chamber window) was re-
layed with 2 telescope 10 the object aperture. This
geometry was found empincally to produce the flat-
test images. The image was not as flat when the cen-
ter of the discharge was 1maged onto the object ap-
erture. or when the object apenture was ~ 50 cm from
the front oscillator mirror outside the oscillator (no
lelescope was used in the latter case).

The images produced by this setup had flat-top fo-
cal profiles. but with residual tilts on the order of 10%
in the vertical direction. This was most likely due 10
irregulanties in the laser cell and/or electrodes. The
tilts also varied dmg me oscillator puise. Finaily,

there was a shon-to-shon varistion of the tilts, pre- A

sumably caused by irreproducibilities of the dis-
charge.

All profile tilts were substantially reduced by add-
ing the telescaope system shown in fig. 3. The oscil-
lator output was split into two beams and then re-
combined. One beam passed through a single
telescope, and the image was inverted. The other
beam traveled the same distance but passed through
two telescopes, and the image was not inverted.
Combining the beams at the object aperture resulied
in images with a very small tilt ( ~ 1%), independent
of when the oscillator pulse was sliced. The e tilts of
the profiles aiso had a very small shori-o-short
variation.

The rear reflector of the oscillator, which is lo-
cated close to0 a Fourier plane, was apertured to limit
the angular divergence of the output at the object ap-
erture. This affected the concavity of the profile at
the image plane (afier passing through the Fourier
aperture). Decreasing the angular divergence by
placing a smaller aperture at the rear reflector tended
10 make the image concave up, while increasing the
divergence had the opposite effect. With no rear re-
flector apenure, the image was slightly concave down.
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Fig. 3. The optical setup for the oscullator and telescopes.
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The rear retlector aperture was made smailer unui
the concavity was nearty ehminated. For the results
1n this work. the divergence from the object aperture
was limited to ~ 8 mrad 1n the verucal direction. and
~ |4 mrad in the honzontal direcuon. This diver-
gence 1s sufficient to overtill the Founer aperture.
which requires only 5 mrad.

The object aperture diameter of 3 mm was limited
by the transverse dimension of the laser medium (|
c¢m by 2 cm), and the Founer aperture size was lim-
ited by the size of the Pockels cells 10 0.5 cmXx
0.5 cm. which implies a focal length of | m. The re-
quired angular divergence of the oscillator 1s
604/d~ 5 mrad. which is less than the measured an-
gular divergence.

Two KD*P Pockels cells in series were used to slice
a 4 ns puise out of the 30 ns oscillator output. The
setup is shown in fig. 4. A pair of dielectric polarizers
polanzed the beam horizontally before the object ap-
erture. The beam then passes through the Founer ap-
enture. the two Pockels cells, and the remaining sets
of dielectric polarizers. The energy contrast ratio. de-
fined as the ratio of the transmitted fluences with and
without voltage applied to the Pockels cells, was 3000

tol.

3. The imager

The imager is a cooled. slow-scan, two-dimen-
sional charge coupled device (CCD) camera. It is
capable of measuring the energy profiles t0 an ac-
curacy of better than 1%, and it has a spatial reso-

camera parameters are
s coated with a phosphor
in order to increase its quatitum efficiency at 248 nm
10 ~0.25.

The imager has a vacuum window 10 prevent for-
mation of frost on the CCD. This window has an anti-
reflection coating on each surface with a power re-
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Fig. 4. The puise slicing system.
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Tabie |

Parameters ot the CCD camera.
Parameter Value
Format 384 by 576 puxeis
Pisel suze Jumoy23um
Readout noise 25 elecirons
Charge transter erficiency 0.99998
Full well capacaty 160000 elecirons/ pixet
Quantum eificiency 0.25 at 248 o
Dark current 15 clectrons/sec/pixed
Exposure ume O0.ls
Digstazer resolution 12 biws
CCD tempersture —-45°C
Window thickness {.0cm
Window retlecuvity 0.25%. each surface

flectivity of 0.25% at i =248 nm. 0° incidence. This
introduced a negligible error in the measurement of
the profiie because the coherence length of the light
(1.9%10-? cm) was much shorter than the window
thickness.

For temporally coherent light, the noise in 3 cooled
CCD measurement is due mainly to the statistical
nature of the photoelectric process (the electron shot
noise) and the preamplifier noise. For the measure-
ments presented the signal was large enough that the
preamplifier noise was negligible. Because the num-
ber of photoelectrons in one pixel for several mea-
surements of identical light levels has a Poisson dis-
tribution. the electron shot noise 0. for one
measurement is

Ieca =y N, . (3)

The noise in one pixel is independent of the noise in
another.

In addition to the noise in the CCD measurement,
there is a random variation g, associated with the
temporal incoherence of light. If a pixel in the de-
tector is smaller than a spatial coherence zone, then

g =N, (/T2 (4)

where T is the laser pulse length, 7 is the coherence
time. .V, is the average number of photoelectrons in
the pixel measured in time 7, and o, is the shot-to-
shot RMS variation of the signal in electrons. In this
case. there is correlation in the measurements of ad-
Jacent pixels. If on the other hand there are N, co-
herence zones in a pixel, then
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=N (/N T ()

In this case. the random vanation for adjacent pixeis
1s 1ndependent. The bandwidth (= 1/t) of the os-
cillator has been measured to be 1.6 THz. which gives
a coherence uime of 0.6 ps. Because the random van-
atton associated with the incoherence i1s not corre-
lated with the CCD measurement noise. the toial
random vanation g, in eiectrons of the number of
electronics in a pixel is given by

03 =0} +03y. (6)

Because a typical CCD exhibits a nonuniform re-
sponse to light, the camera was calibrated by illu-
minating it with a uniform light source (fig. 5). The
osciilator was used as a light source for a commercial
integrating sphere. This has the advantage of cali-
brating the camera for the same wavelength and ap-
proximately the same pulse length used in the mea-
suremnents. The camera was placed ~1 m from the
output aperture of the sphere. At that distance. the
vanation in light across the CCD surface from a lam-
bertian surface is theoretically 1.5x10~*. In an ac-
tual setup, the vaniation will probably be greater: the
camera and integrating sphere might not be perfectly
aligned. there might be spurious reflections. and the
light output from the integrating sphere might not be
perfectly uniform.

In order to test the calibration technique, the cam-
era was calibrated at different positions. The dis-
tance between the camera and the integrating sphere
was vanied from 0.4 m t0 1.6 m, the camera was
moved *3 mm perpendicuiar to a line between it
and the sphere. and the camera was rotated about
that line. The greatest change in the calibration was
a 0.3% spaual tilt across the 8.83 mm width of the
sensor. This corresponds to a systematic error of less

—_— — | |
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Ieeratiae Jperiure <perture
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Fig. 5. Calibrauon of the camera. The oscillator illumunates an
integrating sphere. A gegauve lens (not shown ) is used to spread
out the input light 10 avoid damaging the integrating sphere. A
tube (ot shown ) is used in order 10 reduce stray light. Apertures
iaside the tube are necessary in order to reduce stray reflections.
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than O.1% tn the calcuiation of the ult of 2 2 mm di-
ameter protile.

Duning the calibrauon. there will be the random
vanaton i1n the measurements given by eq. (6).
There were several coherence zones in each pixel. so
eq. (5) was used 10 caiculate the random vanauon
due to the incoherence of light. The suize J of a co-
herence zone a1 the CCD is approximately

S=il/Dy, %))

where 4 is the wavelength of light and / is the dis-
tance between the CCD and the integrating sphere
output aperture. which has a diameter D,. For i =248
nm, /= | m,and D= S cm. J is 4.96 pm. Using the
pixel size from the table. the value of N, (to be used
ineq. (5)) is (23 um/4.96 um)3=21.5.

In order to measure the noise, the output from the
integrating sphere was measured 64 times. After cor-
recting for variation in the total energy falling on the
CCD. the noise-10-signal ratio (a,/¥,) for a given
pixel was calculrted. At a signal level of 6.6 10*
electrons. the result ranged from 2.5%10-? to
3.0x 10-?, compared to an expected value (from eq.
(6)) of 3.8x10-* (T=30 ns, r=0.6 ps, and
N.=21.5). This indicates that the camera is capable
of measuring the profiles with low noise.

The calibration was determined by summing 64
measurements (with the background subtracted) of
the integrating sphere output (flat fields). The av-
crage signal level was 1.5x10° electrons. or 3825
counts. The calibration factor C, for pixel i is given
by

N,
C=5= 34 (8)
Nptr jmi

where N is the number of pixels on the CCD, and
/i is the summed flat field signal at pixel i. Because
/i is a sum of 64 measurements, the reiative error of
C, calculated by eq. (6) due to the error in f is re-
duced by a factor of 8 from 2.8 10-*t0 3.5x 10-*.

The relative energy e, falling on pixel i is given by

el=Cl(Sl—b')1 (9)

where s, and b, are respectively the signal and back-
ground at pixel ;. The signai levels of the profiles pre-
sented in the next section are 6.0 10* electrons, or
~ 1500 counts, while the background levels (which
are due to the camera) are ~ 50 counts. This implies

5
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that the RMS measurement error due to the electron
shot noise and the calibration error 1s 0.4% for one
pixel. When ooserving longer scale length focal pro-
tile nonuniformities that cover many pixeis. one can
reduce this error by averaging over more than one
pixel.

4. The profiles

The object aperture is imaged onto the camera
through a lens. the Fourier aperture, the puise slicing
system. a demagnifying telescope, and focusing lens.
A schematic of the expenmental arrangement with-
out the demagnifying telescope is shown in fig. 4. The
telescope is located before the second lens. which fo-
cuses the beam onto the camera after attenuation by
two reflections by uncoated surfaces and transmis-
ston through a 95% flat reflector. The telescope de-
magnifies the image of the object aperture from 3 mm
to 2 mm diameter.

The measured profiies were analyzed with the fol-
lowing algonthm:

(i) Determine the centroid (x,, ).) of the profile.

(ii) Find the edges of the flat region of the hori-
zontal and vertical cross-sections through the cen-
troid.

(iii) For the flat region of each cross-section: (a)
Perform a linear least-squares fit, and calculate the
vanation of the fit from a flat-top (tilt). (b) Per-
form a quadratic least-squares fit, and calculate the
mean-to-peak variation of the fit from a flat-top. (¢)
Calculate the RMS deviation of the measured cross-
section from the fits.

The centroid is determined by

N Ny

Xe= ix.e./f_‘e,. (10)
wm) 1=

where x, is the x position of pixel i. The calculation

of v. is analogous. The edges of the flat region of a

cross-section is determined by the following aigo-

rithm:

(i) Find the pixels { and r where the measured
value of the cross-section is just greater than a spec-
ified fraction f, of the maximum value.

(ii) The edges of the flat region at 7 pixels from /
and r towards the center of the cross-section. For ex-

6
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ampie. if / is the pixei on the left edge of the profile.
and pixel numbers increase from ieft to night. the the
flat region 1s between pixels /+ ¢ and r—¢. tnclusive.

For the resuits presented. /, was 0.25. and t was §
(the cross-section of the protile is 85 pixels across ).
The results do not depend strongly on f; or t.

Three aspects of the proiiles were evaiuated. First,
the 4 ns puise was taken at different umes dunng the
osciliator output 10 check whether the object aper-
ture illumination uniformuty changed in time. [t was
found that the tiits of the profiles do not vary ap-
preciably during the oscillator output. Second. a se-
ries of profiles were taken at the same time during
the oscillator output to determine the shot-to-shot
variation of the profiles. It was found that the ob-
served shot-to-shot RMS variation of the tilts was
consistent with the spatial and temporal incoherence
of the light. It was also found that the vanaton of
the linear fit from a flat-top profile (a measure of
tit) averaged over the series was +0.5%, and of the
quadratic fit (a measure of peaking or concavity)
was T 1.4%. Finally, the Fourier aperture was par-
tially blocked to simuiate the effects of a nonuniform
gain in an amplifier. The profiles were found to be
insensitive to this partial blocking; blocking haif the
Founer aperture changed tilts of the profile by only
a few percent.

Figure 6 shows a typical profile and its cross-sec-
tions. The RMS deviation of the measurement from
the linear least-squares fit is 1.0% along the vertical
direction and 0.8% along the horizontal. If the pro-
file were flat, the deviation would be the same as the
total random variation o, (given by eq. (6) ) ineach
datum. Because a pixel is smaller than a coherence
zone. eq. (4) caa be used to calculate the variation
due 10 the incoherence of the light. With a coherence
time of 0.6 ps, a puise length of 4 ns, and a signal of
6% 10* electrous, the expected RMS relative varia-
tion of each datum is 1.3%. This indicates that the
observed deviation is probably due 10 the CCD shot
noise error and the variation of the light energy due
to the laser incoherence and the finite averaging time

Figure 7 shows the tilts of the cross-sections as a
funcuon of time during the oscillator output. Eight
images were recorded for seven times spaced S ns
apan during the oscillator output, for a total of 56
images. Each point on the graphs is the tilt of the
horizontal or vertical cross-section of one image. Note




Volume . numper

t MY

Uy -

500 .

aenee tah uut oy

T ~
- 2000. 7T TTTTT
F A
,.'-: {000
= 0
-2 -1 0 1 2
x (mm)
_ 2000
x :
Z 1000-
- 0_ R
-2 -1 0 1 -
v (mm)

Fig. 6. A typical profile and its cross-secuons: (a) three-dimen-
sional view. (b) horizontal cross-section through the centroid.
and (¢ ) vernical cress-section through the centroid.

that the time variation is negligible. Therefore, the
output of the oscillator does not vary appreciably
when averaged over 4 ns.
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Fig. 7. Tils of the cross-esctions as a funcuon of time duriag the
oscullasor output.
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Fig. 8. A histogram of the tilts of the linear fits to the profiles wmith
the Founer aperture compistely unblocked. .

Figure 8 is a histogram of the tilts for 64 images.
Note that the average tilt is very nearly zero; it is
~0.75% along the vertical direction, and 0.75% aloog
the horizontal. The RMS variation of the tilt is 1%,
which is close to the expected value of 0.7% (this is
calculated in the appendix). The RMS variation of
the tilt of a single beam of fig. 3 is ~ 5% along the
vertical direction and ~ 1% along the horizontal. The
larger variation along the vertical direction for a sin-
gle beam indicates that the telescopes shown in fig.
3 are effective in reducing the shot-to-shot varistion
of the tilt. Furthermore, the average tilt of a single

7
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beam ts 3 to 10%. which indicates that the telescopes
are aiso etfecuve 1n reducing the average uit.

Figure 9 is a histogram ot the mean-to-peak van-
ation of the quadratc fit from a flat-top protile for
the 04 1mages. The mean averaged over the images
1s = 1.4% along the verucal direcuion. and =0.6%
along the honzontal. The vanauon is larger aiong the
verticat direction because there is more shot-to-shot
vanation of the concavity of the protile. which 1s not
reduced by the telescopes.

Figure 10 shows the uits of the cross-sections with

Variation Along v
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=, — _ _
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)
z, . .-

0 ! 2 3 4

variation (73)
Fig. 9. A histogram of the mean-to-peak variation of the qua-

drauc fits from a flat-top profile with the Founer aperture com-
pietely unblocked.

Tilt Along v

20
= : 3
= . ¥ .
-20° .
open top right bottom lefl
fourier blocking thalf blocked)
Tilt Along x
101 i
= oF 8 ’ i I
ST E
open top right bottom left

fourier blocking thalf blocked)

Fig. 10. Variation of the tilts of the cross-section whes different
parts of the Fourier aperture are blocked.
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different pants ot the Founer aperture blocked in or-
der to simutate nonuniform amplifier gamn. Sixteen
images were recarded with (t) the Founer aperture
compietely unblocked. (1) the top haif of the Four-
1er aperture blocked. (i1i) the nght haif blocked. (iv)
the bottom haif blocked. and (v ) the left haif blocked.
for a total of 80 images. Note that the average u!t
changed by a few percent. Note aiso that when the
10p or bottom of the Founer aperture was blocked.
the shot-to-shot vanation of the tilt of the verucal
cross-secuon increased. because different pans of the
inverted and noninverted beams were blocked. The
two beams were not exact inverses of each other, and
the the tilt of one did not cancel the tiit of the other.
This larger shot-to-shot vanation does not occur in
the horizontal direction because the anguiar diver-
gence of the oscillator output in the horizontal di-
rection is larger than the divergence in the vertical
direction.

5. Summary

A laser oscillator system has been developed with
a 4 os puise output. 3000 to | energy contrast ratio,
and flat focal profile. Its angular divergence is large
enough to produce 60 times diffraction-limited im-
ages. The coherence time was 0.6 ps, and the puise
duration was 30 ns. The focal images of 4 ns slices
of the beam had the desired flat cross-sections (tilts
of ~1%). The shape of the focal profile shouid not
depend strongly on the gain profiles of the laser am-
plifiers if they are placed at the Fourier aperture of
the EFISI system. This was tested by partiaily biock-
ing the Fourier aperture and observing that the shape
of the focal profile was not strongly affected (the tiits
were typically on the order of a few percent). The
top, bottom. left, and right halves of the Fourier ap-
erture were blocked. Partially blocking the Fourier
aperture simulates an ex{{tmely nonuniform ampii-
fier gain: typical nonuniformities of actual ampli-
fiers used in the NIKE laser are only approximately
20%.

The oscillator system described here comes close
to fulfilling the goals for the NTKE system. The ex-
isting system is now being used to test the ability of
the NIKE system 10 maintain uniform focal profiles
after several stages of amplification. In future work,
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we will attempt obtain more nearly uniform beams
which are less atfecied by parual blocking of the
Founer apenture. We will also attempt to produce
more than 60 times diffraction Limited beams. so that
phase aberrations 1n the laser system will have even
less eifect on the focal protile.
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Appendix

This appendix presents a calculation of the vari-
ance of the siope of the iinear least-squares fit. The
variance is determined by the vanance of the data
used to calculate the siope. The random variation of
each datum in the measured profile is due to both
the CCD measurement noise and the random vari-
ation associated with the temporal incoherence of the
light. The CCD measurement noise is due mainly to
the electron short noise. and is given by eq. (3). The
random variation due to the incoherence is given by
eq. (4) or (5). The total random variation o, (given
by eq. (6)) causes the caiculated slope m to have a
variance o3,.

In order to caiculate o, let y, be a set of N, ran-
dom variables, and y,, be the value of sample i of y,.
Let x, be a set of Ny numbers. The y, are the mea-
surements at position x,; .V is the number of pixeis
across the profile. Define

l N
?.-‘-;,'Z‘ Yar » (11a)

hd l N
0asm 5 L Ya=Ya) Ya=7s) , (11b)
Vel
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N
s : X,

(lic)

N .
Bw ¥ «x3,
a

(11d)

where .V is the number of proriles measured. Note
that the x, can be chosen so that 5, is zero. Note aiso
that in this case, eq. (11d) can be approximated by
an integral. Let L be the diameter of the profile. and
let Ax= L/N,. Then

dv g -
B 7 T xiax, (12)
1w}
N L/2
z-L-' j x3dx (13)
-L/3
=N, L3/12. (14)

The variance will be calculated by first using the
standard formula for the siope of the linear least-
squares fit to a set of data. The variance will depend
on o3,. However, o2, will be negligibie if the pixels
a and # are not close together, because the size of a
coberence zone is approximately the same size as 3
pixel. Using a rough approximation, the ratio Oa/0,
is calculated.

The siope m of the linear least-squares fit to the
data pairs (xq, ye) is a random vaniable given by
(afier setting 8, =0):

1 N
m==— 3 XeVa. (15)
2 Gaw i
Let o7, be the variance of m. Because x, is a aumber
(rather than a random variable),
) l ‘v' N' z
Oas ﬁ.g. ‘):'.l XaXg0l,. (16)

For the resuits presented. there are 60 coherence
zones and 85 pixels across a profile; each coherence
zone spans approximately one pixel. In addition,
a,~ 750 electrons (from eq. (4), with T=4 gs, t=0.6
ps, and N,=6.0%10* el ), while Og~250
electrons (from eq. (3))%:;& variation at one
pixel is therefore (eq. (6)) 790 electrons. which is
a relative variation of 1.3 10~2. Because the vari-

ation due 10 the measurement (0. ) is independent
for each pixel. while the variation due to the incob-
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erence of light ( ¢,) 1S somewhat correlated. the rather
arbitrary assumption can be made:

Oig=03a. (Ha=g,
akol,, fla=fi=l.
=0. otherwise . (17)

Equation (16) then becomes

hid

R l , R
sa= g7 Y (xi+kxg.,Xat+kXasiXa) Oaa, (18)
awi

where x, 30 for a=0 and a= N+ | so that there is
no contribution from the nonexisteat points 0 and
Net L.

Because the signal level is nearly the same for ail
points on the profile, the vaniances of each of the y,

will all be approximately equal:
(19)

df. =d§2 =...=0,‘: .

Then

ve 172
gﬁs;};[{ (xi+kx,-.x.+k*¢¢|xa)] .

dy awi

(20)

With XoXe- X3,
1/2

s z(—l+2k) . @n
gy ﬁl
Approximating f, by NeL3/12, this becomes
Om _ 2ﬁ(1+2k)”’ (22)
a, = L .Vf ) '

For a 2 mm diameter image with ¥,=85 and
k=0.5, 0p/0,=027/mm. With g,/N,=1.3X 10-3,
O/ N.=3.5%10~3/mm, or a 0.7% shot-to-shot RMS
variation of the tilt of the profile. With k=0.75,
Oa/0,=0.30/mm, and with k=025, ou/ay=
0.23/mm. This indicates that the value of k does not
strongly affect the RMS variation of the tilts.

10

OPTICS COMMUNICATIONS

References

{1]S.E. Bodner. J. Fusion Energy | (1981) 221.

{2] R.H. Lehmberg and S.P. Obenscaaun. Opucs Comm. 46
11983) 27.

[3) R.H. Lehmberg and J. Goldhar. Fusion Tech. 1! (1987)
532.

(4] Ximung Deng, Xiangchun Liang, Zezun Chen. Wenyas Yy
and Reayon,_bu.AgpL Opucs 25 (1986) 377,

[$]AJ. Gapdnerand-+Hi. Gardner. J. Appl. Phys. 60 (1986)
6. senwmirr Teiaw

{6] S- Skupsky. R.W. Shont. T. Kesaler. R.S. Craxton. S. Lewznng
and J.M. Soures. J. Appl. Pbys. 66 (1989) 3456.

[7]1 D.G. Colombant and AJ. Schumtt. J. Appl. Phys. 67 (1990)
2303.

{8) Y. Kato, K. Mima. N. Miyanaga, S. Annaga, Y. Kitagawa,
M. Nakatsuka and C. Yamanaka. Phys. Rev. Lett. 53 (1984)
1087,

(9] D. Veron, G. Thieil and C. Gouedard. Optics Comm. 97
(1993) 259.

[10}D.M. Peningion, M.A. Henesian, H.T. Poweil. CE
Thompson and T.L. Weiland, Coaf. oo Lasers and
opucs. 1993, Technical Digest Series, Yol. 11 (1993).

[11] H. Nakano. K. Tsubakimoto, N. Miyanaga, M. Nakatsuks.,
T. Kanabe, H. Azechi. T. Jitsuno and S. Nakei. J. Appl. Phys.
73(1993) 2122,

[12]S.P. Obenschain, J. Grun. M.J. Herbst, K.J. Kearney, CK.
Manka, EA. McLean, A.N. Mostovych, J.A. Stamper, R.R.
Whitlock, S.E. Bodaer. J.H. Gardoer and R.H. Lehmberg,
Phys. Rev. Lett. 56 (1986) 2807.

(131J. Grua, M.H. Emery, CK. Manka, T.N. Lee, EA. Mclean,
A. Mostovych, J. Stamper, S. Bodoer, S.P. Obenschain and
B.H. Ripen. Phys. Rev. Letn. 58 (1987) 2672,

(14]) A.N. Mostovych, S.P. Obeaschain, J.H. Gardaer, J. Grus.
KJ. Kearney, C.K. Manka, E.A. McLean and CJ. Pawiey,
Phys. Rev. Letwt. 59 (1987) 1193.

(15]S.P. Obenschain, CJ. Pawiey, AN. Mostovych, J.A.
Stamper, J.H. Gardner. A_J. Schmirt and S.E. Bodner, Phys.
Rev. Lett. 62 (1989) 768.

{161 O. Willi, T. Afshar-rad and S. Coe, Phys. Fluids B 2 (1990)
1318.

{17JT.A. Peyser. CK Manka S.P. Obenschain and KJ.
Kearney, Phys. Fluids B 3 (1991) 1479.

[18] D.K. Bradiey, J.A. Delettrez and C.P. Verdon. Phys. Rev.
Lett. 68 (1992) 2774.

{191 CJ. Pawiey et al., Proc. intern. Coaf. on Lasers 90, eds.
D.G. Harris and J. Herbelin (1991) p. 491.

(20] M.S. Pronko et al., Proc. Intern. Coaf. on Lasers '91, eds.
FJ. Duartes and D.G. Harris (1992) p. 691.

[21]S.E. Bodoer e1 al., Fourteenth Intern. Conf. on Plasms
physics and controlied nuciear fusion research. IAEA-CN-
$8/B-2-1(C), (1992). * =

s

('t-v.r/ol




Appendix B

Effects of Random Phase Distortion and Nonlinear Optical

Processes on Laser Beam Uniformity with Induced Spatial
Incoherence (ISI)




SPIE - Laser Coberence Control: Technology and Applicauons (16-23 January. 1993)

Effects of random phase distortion and nonlinear optical processes on
laser beam uniformity with induced spatial incocherence (ISI)

R. H. Lehmberg, S. P. Obenschain, C. |. Pawley, M. S. Pronko

Naval Research Laboratorv, Plasma Physics Division, Laser-Plasma Branch
Washington, DC 20375

A. V. Deniz and T. Lehecka

Science Applications International Corporation
McLean, VA 22102

ABSTRACT

One of the key requirements for direct-drive laser fusion is a laser whose focal profile is sufficiently
smooth and controllable to produce highly symmetric implosions. To achieve this, the NIKE laser will
implement the echelon-free ISI technique, in which the desired focal profile is formed at the output of a
spatially and temporally incoherent oscillator, then imaged through the laser amplifiers onto the target.
Because the amplifiers are located in the quasi far-field of the oscillator, their large scalelength gain and
phase nonuniformities will have little effect on the image as long as the light remains highly incoherent.
However, small scalelength phase aberrations and nonlinear optical processes must be minimized to maintain
good control over the image. After a brief description of the NIKE system, this paper reports on numerical
simulations and measurements of profile distortion due to random amplitude and phase nonuniformities,
nonlinear refraction, and self-seeded stimulated rotational Raman scattering, and describes the steps being
taken to control these effects.

1. INTRODUCTION

The NIKE laser is a KrF facility currently under construction at the Naval Research Laboratory to
address technological and physics issues of direct-drive laser fusion. It is designed to ablatively accelerate
thin planar foil targets under conditions close to the operating regime envisioned for a high gain pellet. High
pellet gain can be achieved only if peak to valley nonuniformities of the ablation pressure are less than 2%.
For direct-drive, this requires a laser whose focal spot distribution is highly smooth and controllable because
UV light allows only modest smoothing of irradiance nonuniformities by lateral energy flow in the
underdense plasma surrounding the pellet.

To produce such a beam, NIKE is implementing the echelon-free ISI technique! illustrated in Fig. 1. A
broad bandwidth temporally and spatially incoherent oscillator (e.g. an amplified spontaneous emission
source) uniformly illuminates an apodized aperture, which imposes the desired time-averaged intensity
profile on the beam. This profile is imaged onto the target by relaying its quasi far-field through the
amplifier chain; i.e., the focal distribution at the target is controlled directly by changing the diameter and
spatial profile of the apodized aperture. At the quasi far-field, the information needed to produce the focal
distribution is encoded in large optical field angles, or equivalently, in a multitude of small coherence zones.
It therefore remains relatively insensitive to the large scale gain and phase nonuniformities that are
invariably imposed by the amplifiers and their associated optical components. In NIKE, the image will
normally subtend an angular width A8 = 60 times diffraction limit (XDL), thus giving coherence zones of
1/60th the beam diameter.




Image distortion can be easily pre-compensated at the oscillator as long as it remains relatively
small and reproducible. in general, low distortion requires that AB remain large compared to the angular
perturbations introduced by phase aberrations within the laser. The NIKE optical design, which is described
briefly in Section 2, allows nearly complete compensation of all systematic phase aberrations, such as
astigmatism, coma, and spherical aberration. Distortion due to random phase nonuniformities, gain
nonuniformities, and nonlinear optical processes is calculated in Section 3.

The instantaneous focal spot intensity produced by incoherent beam smoothing schemes such as IS 1- 2
is rapidly fluctuating, highly nonuniform speckle. It approaches a smooth profile F(x) only when averaged
over intervals much longer than the laser coherence time t. = 1/4v, where Av is the bandwidth. For fusion
applications, t. must be much shorter than the time required for the target to react hydrodynamically to the
speckle. Calculations indicate that t. = 1 psec is short enough to provide the required ablation pressure
uniformity once the steady-state blowoff plasma is formed; however, shorter coherence nmes are desirable to
reduce imprinting of the laser nonumfomuues onto the target before the plasma forms.3 KrF amplifiers have
sufficient Av to easily achieve this,4 but the optical system must be capable of transporting such bandwidths
without distorting the focal profile. The NIKE optical system is designed to accommodate a bandwidth up to
5 THz (tc = 0.2 psec) with negligible chromatic aberration. It achieves this by using mostly reflective optics
at the larger apertures, and by using large F-number lenses and chromatic correction in the front end optics.

2. NIKE OPTICAL SYSTEM DESIGN

The laser is a 56 beam angularly-multnplexed system designed to illuminate a planar foil target with
2-3 kJ in a 34 nsec pulse.> A schematic view of the optical train is shown in Fig. 2. The present oscillator
comprises a commercial KrF discharge module, plus image inverting and beam combining optics; it produoes a
1.6 THz spatially-multimode beam of ~80 XDL divergence and nearly uniform time-averaged intensity.5:
Because most of the planar target experiments will require a flat-top focal distribution, the osc:llator
currently uses a hard aperture of 3 mm diameter. Figure 3 shows an image of the oscillator beam, using a 4 nsec
slice of the pulse and a pair of lenses with a 60 XDL pupil and 1.5 X magnifying telescope located at the far-
field plane between them. Eventually, the output of the oscillator will be split into two beam lines with
independently adjustable ISI apertures and pulse shaping systems. The main line will provide 44 beams
optimized for 3-4 nsec direct target illumination, while the second line will provide up to 12 beams of 5-6 nsec
pulsewidth optimized for diagnostic X-ray backlighting.

The far-field distribution f(x) of the main oscillator beam F(x) is image-relayed through the pulse-
shaping optics, a commercial discharge preamplifier, and a large aperture (4 x 4 cm?) discharge pre-
amplifier. (The relay telescopes between these elements are not shown explicitly in Fig. 2.) A pair of neutral
chromatic correction doublets, each consisting of a MgF2 convex lens and a fused silica concave lens, can be
placed at the input and output of the second preamplifier when broader bandwidth operation is desired. The
beam is then split and relayed into an array of three parallel 4 x 4 cm? discharge amplifiers identical to the
one used in the preceding stage. (The fourth module of the array shown in Fig. 2 will be used to amplify the X-
ray backlighter beams.) Each of these modules has produced over 2 J in 15 nsec, with negligible distortion of
the oscillator image proﬁle The output beams are split twofold and differentially delayed by a stack of 8
folded image-relaying telescopes of unequal length and 2:1 magnification. An additional array of time delay
mirrors again splits each of these beams to create 28 sequential beams, then feeds them to the 4 x 7 input
array of the angularly-multiplexed amplifier chain.

The angularly-multiplexed amplifier chain will comprise two double-passed e-beam pumped stages
and the associated transport optics. The diverging mirrors of the input array expand the 28 beams and
overlap them at the concave rear mirror of the 20 x 20 cm? amplifier. Within the 125 nsec extraction time of
these sequential beams, this amplifier has produced 150 ] output for an input energy < 1 J. A 50% beamsplitter
at the output will create an additional 28 beams, which will be relayed through a 120 nsec delay line (a 1:1
off-axis reflecting telescope) that images the beamsplitter onto an adjacent re-entrant mirror. The resulting
56 sequential beams, which will extend over 240 nsec, will be overlapped at the concave rear mirror of the 60




x 60 cm? final amplifier by a single 4 x 14 array of identical planar mirrors and double-passed diverging
lenses. This amplifier is expected to provide -5 k] output within 240 nsec.

A final 4 x 14 array of diverging mirrors will recollimate the output beams with 15 x 15 cm? widths,
and direct them via the demultiplexing mirrors to the target chamber. The 44 (coincident) interaction beams
will be focused onto the planar target through a 7 x 7 array of lenses, while the remainder will serve as
backlighters. The backlighter beams will come from the upper and lower rows at the recollimation array,
where the shadowing losses in the final amplifier are large (12% to 22%). For the target interaction beams,
these losses range from 0 to 19%.

Field angle divergences within the optical system are determined by the focusing lens array and the
required spot size on target. Most target interaction experiments will require a spot diameter of 600 pm in
order to achieve the desired intensities (~ 2 x 1014 W/cm?) with 34 nsec pulsewidths. The lenses were chosen
to be 6 meter focal length, which will allow a reasonable depth of field around focus with the 2.2 meter wide
7 x 7 array. These conditions require a field angle divergence A8 = 100 urad; the normalized divergence of
the 15 cm incident beams will therefore be A9 = AGp/(248 nm/15 cm) = 60 XDL, as stated above.

The NIKE optical design allows virtually complete compensation of each beam for all systematic
phase aberrations (including a small amount of spherical aberration) over a 5 THz bandwidth.8 Astigmatism
and coma due to the off-axis optics will be compensated by tilting the lenses in the intermediate and focusing
arrays - typically by angles less than 3°. Without this correction, the combined astigmatism and coma could
be in excess of 15 XDL in some of the beams. The lens tilt angles need not be adjusted or maintained with high
precision; spot diagrams show nearly complete compensation even for angular perturbations of 1-2 mrad.

As indicated in Fig. 2, the front end encoding telescopes are designed to image the far-field profile
f(x) to the vicinity of the final amplifier, but not to the 20 cm (driver) amplifier. Imaging onto buth stages
would require the intermediate array to be replaced by either a pair of monolithic relay telescopes (resulting
in excessive multiplexing angles at the driver) or a cumbersome 4 x 14 array of smaller telescopes and turning
mirrors. This is unnecessary because the large beam sizes ensure that the two amplifiers remain optically
close to one another for all field angles of interest. With the final amplifier acting as the aperture stop of the
system, and a 60 XDL angular divergence, the chief ray displacement at the driver will remain within +4
mm. The main penalty for this approach is a lower effective fill factor (65%) at the driver. Although both of
these amplifiers will be slightly overfilled in order to suppress ASE, the usable portion of the beams (i.e.,
the part that eventually clears the aperture stop) must underfill the driver amplifier to avoid vignetting.
The NIKE optical system is designed to handle field angle divergences up to 120 XDL without vignetting.

3. ANALYSIS OF IMAGE QUALITY

Although the optical design allows for correction of systematic phase aberrations, there are several
other factors that can also distort the image. These include (i) amplifier gain nonuniformities, (ii) phase
distortion due to random optical surface imperfections, air turbulence, and transient refractive index
variations in the KrF amplifiers, and (iii) nonlinear optical effects such as self-phase modulation and
stimulated rotational Raman scattering. This section will estimate the distortion due to these effects, and
describe the steps being taken to control it.

3.1 Amplifier gain nonuniformities

Because the driver amplifier is not imaged to the aperture stop, a nonuniformity in its gain profile
Gd(x) can partially imprint itself onto the focal spot F(8), as illustrated in Fig. 4. (For simplicity, this figure
omits the front-end optics and the large beam size variations between the driver amplifier and focusing lens.)
Nonuniformity in the beam profiles from the discharge preampilifier array (Fig. 2) may also cause some
imprinting because the beams split off after each of the folded telescopes are delayed by different amounts,
and therefore cannot all be imaged exactly to the aperture stop at the final amplifier.




The lowest order correction to the ideal focal profile Fo(0) is a tilt F1(8) of fractional value
F1(8)/FO(8) = -xad o (V IG@))d - xef *(V b))y, §))

where xcq and xcf are the respective chief ray displacements at the driver amplifier and far-field image
planes (xcd, xcf = -8), and f(x) is the image of the beam profile at the last discharge amplifier (without the
gain nonuniformity imposed by the driver). The brackets denote averages over transverse coordinates scaled

to the 60 cm aperture D, and weighted by the normalized output beam profile I, of the final amplifier; i.e.,

(V1In(Ga))d = (Da/Da) | 1360 V,INGaxDa/Dp)l d, a)
(V 1 in(O) = (D3/Dy) | 1,60 VinlfixDy/Dl o, (2b)
[ Taocxm1, @)

where Dy and Dy are the usable beam widths (as defined in the preceding section) at the driver amplifier and
far-field plane, respectively.

In the case of prlmary interest, where FQ is a flat-top profile of width A8, and Ia also remains
approximately uniform (= 1/D,2) within aperture D,, the fractional tilt along the x direction reduces to8

AxF1/FO= (8xcd/Da) (AxGd /Gd) + (Axc/Dp) (Axf/£) . &)

Here Axcd and Axcf are the chief ray divergences corresponding to A6 (Fig. 4), and the bracketed quantities
(assumed to be less than 1) are the fractional variations across the aperture in the x direction of quantities
averaged along the y direction. At the driver stage, where Axcq ~ 8 mm for AB = 60 XDL and the usable beam
width is D4 ~ 16 cm, a 20% gain imbalance would contribute only 1% to the fractional tilt. For the beams
whose far-field image planes lie farthest from the aperture stop in each direction, Axc¢/Df =~ + 0.8%. Thus,
even a 2:1 variation in f(x) would produce tilts of magnitude < 0.4%, which would be nearly cancelled by
other beams whose far-field planes are located on the opposite side of the final amplifier. In both terms of
Eq.(3), the tilts due to the first group of 28 beams would be largely cancelled by those of the second, which are
inverted by the 120 nsec delay telescope.

The second order correction is a quadratic curvature F2(8) whose fractional value F2(0)/Fo(8) is
proportional to the factors (xcd/Dd)xcd/ Dd), (xcd/Da)(xcf/ D), and (xcf/De)ixcs/ D). With the small values
of Axcd/Dgq and Axcf/ D shown above, IF2(8))1/Fo(8) < 1% as long as large fractional variations of Gq(x) and
f(x) do not occur on scalelengths much shorter than the usable beam widths. This condition can be satisfied
only if those usable widths underfill all of the amplifiers except the final stage.

3.2 Phase distortion

Random phase distortion is expected to arise primarily from surface imperfections of the large
aperture optics in the recollimated beams, the two e-beam pumped amplifiers, and the optical feed paths
between them. Most of the corresponding distortion from the small front end optics will be astigmatism and
coma, which can be corrected using the lens tilting procedure discussed previously.

At present, the total random phase distortion ¢(x) is described by a statistical model that lumps it
into two independent components; i.e.,




$0x) = 91500 + ¢60lx) , 1ty

where ¢15(x) is the contribution to the ~15 cm beams imposed by the driver amplifier, beamsplitter, delay
telescope, and recollimated output paths, while ¢50(x) comes from the 60 cm mirror and windows of the final
amplifier. These functions are summations over randomly-phased Fourier modes that are periodic within the
15 and 60 cm beamwidths. This restriction ignores lower spatial frequency variations, such as phase tilts
lensing, and astigmatism, which can be corrected by the intermediate array lenses and the beam steering and
focusing optics. Using optical surface specifications and interferometric data on the 60 cm windows and 20 cm
amplifier mirror, we first calculate the total rms phase variations (¢15)rms, (#60)rms and the phase
gradients (Vo15)rms, (Vs0)rms- All of the optical elements are assumed statistically independent, with
double contributions from the double-pass amplifier windows. Because of the periodicity restriction along
each transverse direction, the total value of (915)yms had to be reduced to (15 cm/2x) (1/¥2) (V§15)rms in
order to keep (V915)rms within its specified value. To construct statistical realizations of ¢15(x) and ¢gp(x),
the model starts with a pair of 2D arrays of initially independent normally distributed random numbers,
then repeatedly filters them in k-space (using Gaussian filter functions) and re-scales them until they satisfy
the specified rms values. This model can be easily updated as more phase measurements become available.

Using the simulated ¢(x) and again assuming that [, is approximately uniform, we evaluate the
point-spread function P(0) at the target plane, including the effect of diffraction from the 60 c¢m final
amplifier aperture. Figure 5 shows a typical result. In this example, the effective diameter AOR (i.e., the
circle that encloses 50% of the energy) is 9 XDL, which is still small compared to the 60 XDL image. The 90%
energy diameter is 18.5 XDL, which agrees with the corresponding 15-20 XDL value estimated by Berggren’
using a different model for the phase distortion.

Phase distortion introduced by air turbulence and thermal gradients is controlled by enclosing most of
the NIKE optical chain in a hermetically-sealed double-wall propagation bay whose walls, ceiling, and
floor are maintained at uniform temperature to within 1°C.> Preliminary measurements using a 10 cm
diameter 633 nm beam propagating over an 80 meter air path show that the focal spot remains nearly
diffraction-limited. For most shots, the centroid of the spot remained within a region comparable to 3 pm
(the diffraction limit 1.22A/D of 248 nm light), as shown in Fig. 6. Moreover, some of this displacement is
known to arise from vibrations and drift in the mirrors. The absence of strong steering effects in a 10 cm beam
suggests that atmospheric distortion is likely to remain small in the larger beams around the 60 cm amplifier.

Under NIKE operating conditions, transient refractive index (TRI) effects are expected to arise
primarily from F2 burnup!® in the e-beam pumped amplifiers. Smaller but significant contributions can also
come from plasma dispersion, absorbing trimers, and the KrF excimer itself. Estimates give phase shifts that
increase to 1.7-3.2 waves toward the end of the e-beam pulse. If the e-beam deposition profile peaks in the
center of the amplifier, the TRI phase shift will produce a weak (1.5-3 XDL) time-dependent defocusing
effect, which can be partially compensated in each beam by adjusting the focusing lenses at the target
chamber. An update of these estimates will soon be possible, using far-field measurements at the output of the
20 cm amplifier.

Using the point-spread function, one can relate the distorted and undistorted image profiles by the
usual convolution

F() = jﬂe-m Fo0)d%, ®

where the approximation P(8,8°) = P(0 - 8") is well satisfied in the NIKE optical system because the phase
distortion occurs optically close to the aperture stop. As long as P(8) remains narrow compared to Fo(8) (i.e.,
ABR << A0 in Fig. 4), its main effect is to round-off the edge of the flat-top profile, reducing the intensity in a
zone of fractional width ABR/A@ around the perimeter.® This is shown in Figs. 7a-c for the A6 = 9 XDL
simulation in Fig. 5. The distorted image (7¢) is closely approximated by a Fermi-Dirac distribution function
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3.3 Nonlinear optical effects

Self phase modulation (SPM) and stimulated rotational Raman scattering (SRRS) may also distort
the image because these processes can respond to the rapidly changing stochastic fluctuations of the beam,
and thus directly affect the spatial coherence zones. The effect of SPM can be partially characterized by the
average nonlinear phase shift

B=By+By,  Bi=ny [Mydz, ™

where By arises from atmospheric propagation, B; arises from the final focusing lenses and target chamber
windows, ny; = n21, n22 are the nonlinear refractive coefficients, and (I); is the intensity averaged over time
and the transverse coordinates ((I)z = 70-100 MW/cm? in the recollimated output beams). In general, SPM
tends to broaden the image profile and introduce curvature in the central portion when B significantly exceeds
0.2. The magnitude of the perturbation is proportional to B2. SRRS arises entirely from propagation in air,
and can be characterized by the gain factors

Cj=8ij(bz&. ®

where g; is the steady-state convective gain coefficient of the jth transition. For the 50-100 m high intensity
air paths in NIKE, G;j = 10-15, which is approximately a factor of 2-3 below normal threshold. However, self-
seeding will tend to enhance SRRS, especially at bandwidths greater than 2 THz; this was recently
demonstrated by experiments at LANL.!1

Image distortion due to these nonlinear processes is being studied using a simulation code NIKEBEAM,
which also includes diffraction and linear losses in the long atmospheric paths, plus two-photon absorption
in the focusing lenses and target windows. Ignoring group velocity dispersion, we use the paraxial wave
equation for the complex optical field amplitude E(x;,z,t) and the driven oscillator equation for the (real)

susceptibility Qj(x,z,t) due to the jth SRRS transition:

@/9z +vg1d/t +a-iV) 2/2k)E = i BIEI2ZE +i TQE 9a)
)
@/ + 2039/ + 9DQ = iy g IEI2 . (%)

Here, vg is the group velocity, a is the linear loss coefficient, ko = 2x/A, Re(B) = n2/2, and Im(B) is half the
two-photon absorption coefficient; ; and Ij are, respectively, the frequency and damping coefficient of the
jth SRRS transition. NIKEBEAM evaluates the time-averaged focal spot intensity by formally integrating
Eqs.(9a,b) up to second order in [(I)zdz for the SPM and SRRS contributions. The zeroth order term is the
linearly distorted profile F(6) found from Eq.(5). For the chaotic multimode light used in echelon-free ISI, we
factorize all products of the zeroth order complex field amplitudes according to Gaussian statistics.

Image distortion calculations were carried out assuming either an air or pure Ar atmosphere in the
propagation bay. The lenses and windows were assumed to be fused silica with the measured nonlinear
parameters n = 140 cm/TW (2 x 10-14 esu) and 2Im(B) = 60 cm/TW.12 At present, there is still considerable
uncertainty on the size of n2 in air around 248 nm. The most thorough measurement, which examined self-
focusing in a high pressure cell, yielded n2 = 0.31 cm/TW (2.9 x 10°16 esu) at 308 nm.13 The SRRS coefficients
gj, ®j, and [j included all N transitions from | = 0 to 16 and O3 transitions from ] = 1 to 15.14 For chaotic light,
the main effect of SRRS is an increase in the effective value of n, especially at broader optical bandwidths.
Combining the above measurement with the contribution from Eq.(9b), one finds that the effective value of nz




increases from = 0.4 cm/TW at bandwidths < 1 THz to ~ 0.5 cm/TW at 3 THz. There do not appear to be any
published values of n2 in Ar around 248 nm, so a calculation was carried out using dispersion formuias of
Hellwarth, et. al.15 to obtain n2 = 0.05 cm/TW.

Figure 7d shows the perturbed image profile for the case where the high power beams propagate in
air. This example simulates the beam with the longest high intensity pathlength (effectively about 93 m at
90 MW /cm?), giving By = 0.31 and B =~ 0.06. An overall rounding effect due to the nonlinear optical processes
is clearly evident, especially when compared to the zeroth order profile (Fig. 7c), which shows only the edge
rounding arising from the linear phase distortion.

Figure 8a shows the image profiles for the same beam as in Fig 7, but propagating in Ar. With B; now
only 0.04 and no SRRS, the perturbed profile is virtually indistinguishable from the zeroth order case, and
remains flat to within 2% over the -entral 2/3 of its radius. Target interaction simulations indicate that some
of the edge rounding may be beneficial because it reduces plasma turbulence that would otherwise develop
around a sharp discontinuity. If it becomes necessary to extend the flat portion, however, it could be
accomplished by using phase-correction optics in the front end, or by increasing the image size beyond 60 XDL
(at the expense of intensity). Because the image retains good azimuthal symmetry, it may also be possible to
extend the flat portion just by adjusting the oscillator profile Fo to pre-compensate some of the distortion.
Figure 8b shows an example of this compensation, which is accomplished by placing a uniform weakly-
absorbing disk of 48 XDL diameter just beyond the oscillator hard aperture.

Additional NIKEBEAM simulations indicate that curved profiles relevant to a multibeam spherical
illumination facility are less susceptible to linear and nonlinear phase distortion than the top-hat function.
Figure 9 shows an example of this, using the profile Fo(8) = (1 - 82/8g%)1/2. For a lens of focal length f and a
pellet of radius R = f 60 and polar angle ©p = sin"1(f 8/R), this profile would produce an energy deposition
proportional to coszep in the limit where R remains large compared to the width of the underdense plasma.
This would allow highly uniform energy deposition in a multibeam spherical illumination geometry.16

4. DISCUSSION

The NIKE optical system is designed to incorporate echelon-free ISI to produce a smooth and
controllable focal profile for laser-target interaction experiments. This design allows complete compensation
of chromatic and off-axis aberrations over a 5 THz bandwidth. Calculations of beam distortion due to gain
nonuniformities, optical imperfections, air turbulence, transient refractive indices, and nonlinear optical
effects indicate that time-averaged nonuniformities of 1-2% should be possible over the central 2/3 of the
target beam profile if an argon or helium fill is used in the propagation bay. Although the propagation bay is
designed to accommodate either an Ar or He gas fill, experiments will be performed in the near future to
better quantify the nonlinear effects before committing to an inert gas atmosphere.

The calculations presented here are applicable to the 1-2 THz bandwidths at which NIKE is
currently operating. In order to accurately model broader bandwidths, NIKEBEAM will be generalized to
include group velocity dispersion in the long atmospheric propagation paths. At broader bandwidths (~ 5
THz), this effect is expected to decrease the profile distortion due to the nonlinear optical effects.
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Fig. 1 Echelon-free induced spatial incoherence concept, showing image-relayed amplifiers placed at the
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Fig. 5 Point-spread function P(6) at the image plane, calculated from typical random phase distortion $(x):
(a) isometric view, (b) fractional energy enclosed within a circle of angular radius 8, centered at the centroid




Fig. 6 Drift of the focal spot centroid of a 10
cmn diameter 633 nm beam propagating over an
80 m air path in the NIKE propagation bay.
The diffraction-limited focal spot diameter
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Fig. 7 Comparison of simulated time-averaged beam profiles at the image plane: (a) ideal 60 XDL image
(i.e, object), (b) point-spread function, (c) image distorted only by random phase nonuniformities, and (d)
image also perturbed by nonlinear phase distortion with effective total B = By + By = 0.37




1.27 - — 1.2 - -
[ : ]
s "OF ] o 1-0F >
1 ; e ]
§ 0.8F s § 0.8} .
=, [ ] L= [ ]
‘ 3 9 -
s a.c:r ] 3 o.6¢ J
0.4fF > o.4F ]
[ 3 [ ]
$ . i :
0.2 5 = 0.2t 4
o.ol ] 0.0t ]
-100 -50 50 100 -100 100

0
Fisld angle (XDL)
(a)

Fig. 8 Image profiles for the same propagation conditions as in Fig 7, except that the air is replaced by Ar:
Dashed lines show the ideal (object) profile, solid lines include both linear and nonlinear phase distortion,
and the (nearly indistinguishable) dotted lines include only the linear distortion. (a) hard aperture at the
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1. SUMMARY

The tasks set out for this project centered on the adequacy of Monte
Carlo numerical techniques for calculating electron beam deposition and the
ultimate plasma state in a Krf laser. We find that there are a variety of
choices to be made in determining the physics to be included in the Monte Carlo
code to be used, even within the framework of an integrated system of user codes
such as the ITS. With suitable choice of the code version, the deposition can
be calculated with high reliability and accuracy. This finding is described in
detail in Appendix A, along with a code developed by Krall Associates for this
study.

The question of the final plasma state is another matter. The strong
dependence of various poorly known atomic cross sections on energy is known to
produce a nonMaxwellian electron distribution which is not reproduced by existing
codes. While this is of some importance in determining laser output, a more
crucial question may be the generation of return currents and concomitant
electric fields from deposition of excess electrons. We have calculated the
stability for a model kinetic equilibrium, and find that current-driven
instability can onset for current density in the range of 5-10 A/cnz; with some
theoretical interpretation of apparently dissimilar experiments, it can be argued
that this instability has been observed in the laboratory. This study is
described in detail in Appendix B. ‘

Finally, these results were presented in-depth at a meeting at NRL on
December 20, 1989. Viewgraphs from that presentation are appended as Appendix
C.




2. FUTURE DIRECTIONS

The discussions at NRL made it clear that although the instability
discovered during this study might be of a type identified in other experiments,
the nonlinear behavior, i.e., the effect of the instability on the system, should
be strikingly different. This immediately suggests the direction which follow-
up work on the stability study should take: '

o Determine the nonlinear behavior of the instability
° Determine the scaling of the growth rate of the instability

° Estimate the spatial structure of the turbulence.

Previous observations of this instability were in discharge-driven lasers with
or without a stabilizing e-beam. The consequences of the instability was to
terminate the discharge, by presenting the external circuit with a complete
mismatch. In the present case, the fact that the discharge is entirely beam
driven might have the consequence that the instability will degrade the
performance of the laser, rather than terminating the discharge. This is why
the details of the instability--structure and nonlinear behavier--become so
important. If the scaling and control of this turbulence is understood, then
the effect of instability might be minimized even if the instability itself
cannot be avoided.
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1. BACKGROUND INFORMATION

1.1 SOURCES

Jonah Jacobs, Science Research Lab, Inc.

John A. Halbleib, Sandia National Lab

Julius Goldhar, University of Maryland

Thomas Johnson, U.S. Military Academy

Alan Hunter, Thermoelectric Corporation (Western Research)
Roger Haas, University of California at Davis

1.2 DISCUSSION

Over a period of several days I initiated discussion with the scientists
listed above, on the following topics:

- How is e-beam deposition in a KrfF laser presently calculated?

- What physics is included in these calculations?

- Under what conditions are these calculations expected to fail?

- Is there any experimental evidence that suggests that Monte Carlo
calculations break down when used to calculate deposition?

- What physics uncertainty actually does affect predicted laser
performance?

From these conversations a number of points emerged, including the following:

There are well documented Monte Carlo models developed as user codes and
widely available. In particular, the ITS (TIGER) series of codes,
developed at Sandia National Laboratory by John Halbleib and others, have
been used by the Science Research Laboratory, Inc. This code, along with
SANDYL, EGS, ETRAN, and related models, have been compared with each other
over energy ranges from 10 keV to 1 GeV. They produce similar results,




with discrepancies attributed to the fact that each of these models has
a number of versions, with increasingly detailed physics in each. The
most popular versions used in practice were one-dimensional, with stopping
power and straggling effects dominant.

Some analytic models have been constructed both as a gross check on the
Monte Carlo calculation and as a quick way to do paraseter variation
studies. The disagreement between the semi-analytic models and MC becomes
noticeable at AE - E, i.e., when most of the energy has already been
deposited.

Return currents due to boundary conditions or electron density buildup
are not calculated by any of the standard models. The codes are single
particle calculations, and electrostatic effects are generally ignored.
The effect of an externally produced electric field on the beam itself
is sometimes included, but not the seif-consistent field, including return
current, avalanche, etc.

Atomic chemistry, such as F2 attachment, is a strong effect in depleting
the free electron density. The cross sections for some of these atomic
processes have more uncertainty than the error in the deposition codes.
In fact, this emphasizes one of the difficulties in Krf modelling. In
the XeF system, F2 dissociates into F almost solely by direct electron
impact. By contrast, in Krf systems dissociation by electron attachment
is a significant process, as well as other processes. Many models do not
even include direct impact dissociation, although this process may account
for about one third of the production of F. The rates for these processes
depend on the energy distribution of low energy electrons, which is non-
Maxwellian because the energy dependence of the electron attachment rate
selectively depletes the electron distribution. This can be crucial, for
example, because high power deposition and subsequently large electron
densities leads to burnup of Fz, which becomes strongly dependent on the
dissociative attachment rate.




The biggest uncertainty in modelling the electron beam is in calculating
the properties of the beam that enters the gas region of the laser.
Transport from the electron gun to and through the foils and into the
laser is not particularly reliable, especially for large guns. Besides
the complexities in the electrode and virtual electrode regions, non-
uniformities in the beam develop in the drift region, scattering in the
foils affects the beam entering the laser, effects due to a second beam
entering the geometry of the first gun can be important, and partial
reflection can take place throughout the system.

In summary, uncertainties in atomic chemistry and transport and beam
breakup before entering the active region are more fundamental questions
than beam deposition itself.




2. LITERATURE SEARCH AND ANALYSIS

The physics base for deposition calculation stems from early work of
Landau and more extensively by Bethe and his collaborators. Early paper. I
reviewed include:

H. A. Bethe, M. Rose, and L. P. Smith, "The Multiple Scattering of
Electrons,” Proc. Am. Phil. Soc. 78, 573 (1938). )

L. Landau, "On the Energy Loss of Fast Particles by Ionization," Journal
of Physics VIII, 201 (1944).

H. A. Bethe and J. H. Jacob, "Diffusion of Fast Electrons in the Presence
of an Electric Field," Phys. Rev. A 16, 1952 (1977).

These papers calculate the energy distribution of electrons after traversing a
given distance in terms of ionization cross sections, and calculate the effect
of multiple scattering on the transmission of a collimated beam, with and without
energy loss. For thick targets, the transmitted intensity is proportional to
1/L, L being the thickness of the target. The absorption process has three
stages. Initially the beam loses energy but is not much deflected. After
substantial energy loss the electron velocity is nearly random, and a diffusion
approximation is a valid description of electron motion. The intermediate region
between straight line and diffusion is difficult to treat, and a direct
transition between the two limits is often assumed.

Later work showed that for thick targets the simplifications of Bethe et
al. led to fairly poor approximations of the electron distribution function at
various depths. In principle this would have an impact on deposition .redictions
because attachment rates are dependent on fe(E). In practice, the unc -rtainties
in rate coefficients and their dependence on f(E) outweigh the uncertz 7ties in
the calculation of f(E) itself. Some of the literature analyzed inci

R. Marshak, "The Milne Problem for a Large Plane Slab with Constar~ Source
and Anisotropic Scattering," Phys. Rev. 72, 47 (1947).




H. Snyder and W. Scott, "Multiple Scattering of Fast Charged Particles,”
Phys. Rev. 76, 220 (1949).

M. Wang and E. Guth, "On the Theory of Multiple Scattering, Particularly
of Charged Particles," Phys. Rev. 84, 1092 (1951).

H. Bethe, "Moliere’s Theory of Multiple Scattering,” Phys. Rev. 89, 1256
(1953).

L. Spencer, "Theory of Electron Penetration,” Phys. Rev. 98, 1597 (1955).

J. Jacob, "Multiple Electron Scattering Through a Slab,” Phys. Rev. A §,
226 (1973).

M. Tekula and J. Jacob, "Diffusion of Fast Electrons in the Presence of
a Magnetic Field," Appl. Phys. Lett. 41, 432 (1982).




3. THE TIGER SERIES OF MONTE CARLO CODES

The Integrated TIGER Series (ITS) of coupled electron/photon Monte Carlo
transport codes is a widely used software package permitting state-of-the-art
Monte Carlo solution of the linear time-independent electron scattering problem.
The ITS has been developed as a user code, and can be run with or without
macroscopic electric and magnetic fields of a-bitrary spatial dependence. A
virtue of this series is that the user can select one of eight codes to run on
a machine from one of four major vendors. Physical rigor is attained by
employing the best available cross section data, along with a very complete
physical model for describing the production and transport of the electron photon
cascade from 1 GeV to 1 keV. The code can be tailored to a variety of specific
applications.

The TIGER codes are time independent, multidimensional, and multimaterial
codes, based primarily on the ETRAN code (M. Berger and S. Seltzer, CCC-107,
ORNL, 1968), which combines microscopic photon transport with a macroscopic
random walk treatment of electron transport. The base codes of the series are
TIGER, CYLTRAN, and ACCEPT, which differ primarily in dimensionality and
geometry. TIGER is a 1-0, multilayer code, CYLTRAN uses 3-D particle
trajectories and an axisymmetric cylindrical material geometry, and ACCEPT is
a general 3-D transport code.

These base codes were designed to study transport at source energies from
a few tens of MeV down to 1.0 and 10.0 keV for electrons and photons,
respectively. Fluorescence and Auger processes are only allowed for the K-shell
of the highest atomic number element in a given material.

For some applications it is desirable to have a more detailed model of
the low energy transport. Code variants called TIGERP and CYLTRANP add a more
elaborate ionization/relaxation model originally developed for a code called
SANDYL, and extends photon transport down to 1.0 keV.

Another option called CYLTRANM combines the collisional transport of
CYLTRAN with transport in macroscopic electric and magnetic fields of arbitrary
spatial dependence using a Runge-Kutta-Fehlberg algorithm to integrate the

‘Lorentz force equations. An important modification of this algorithm led to the
development of the ACCEPTM code which combines the collisional transport of the




ACCEPT code with macroscopic field transport. In addition to these models,
SPHERE and SPHEM are two special purpose codes that are restricted to multiple
concentric spherical shells without and with macroscopic field transport,
respectively.

This left eight separate code packages to maintain. Five of these--TIGER,
CYLTRAN, ACCEPT, TIGERP, and SPHERE--have been publicly released and are
disseminated through the Radiation Shielding Information Center at Oak Ridge
National Laboratory. CYLTRANM, CYLTRANP, and ACCEPTM are not publicly released,
but are maintained locally for use at Sandia. Haintaﬁning multiple code packages
became quite burdensome for the developers as well as for users. As a result,
important modifications were no longer implemented in a timely fashion.
Furthermore, the multiplicity of packages resulted in uneven development of the
various codes, such that each code can have unique features not yet implemented
in the other codes.

It is in order to remedy this situation that the ITS (The Integrated TIGER
Series) was developed. The full implementation of this series has superseded
all other versions of the TIGER series codes. ¥

3.1 OVERVIEW OF THE ITS CODE PACKAGE

The ITS consists of four essential elements:

(1) XDATA
(2) XGEN The cross section generation program
(3) ITS - The Monte Carlo program file

(4) UPEML A machine portable update emulator

The electron/photon cross section data file

The heart of ITS is the Monte Carlo program file. The combined program
library file was obtained by integrating the eight codes of Table 1 in such a
way as to minimize the repetition of coding that is common to two or more of
these codes. This process led quite naturally to the development of a new code,
ACCEPTP. In ACCEPTP, the improved low-energy physics of the SANDYL code has been
added to the ACCEPT code. Each of the eight member codes will run on any of four
machines--CRAY, CDC, VAX (double precision), or 1BM (double precision). Although




the codes have only been tested on these four machines, the use of FORTRAN 77
(i.e., American National Standard FORTRAN, ANS] X3.9-1978) should facilitate
installation on other machines as well. Additional cross section data and
associated logic allow transport from 1.0 keV to 1.0 GeV for both electrons . d
photons. A new free-format, order-independent input procedure based on-
descriptive keywords and maximum use of defaults and internal error checking has
resulted in a very simple and user-friendly input scheme. Integration of the
various codes has resulted in the availability of additional common options for
each code. Also, a general restart option has been added. In an attempt to
conform to modern programming practices, a complete line-by-line rewrite of the
codes was carried out with emphasis on implementing the top-down block-if
structure of FORTRAN 77. Finally, options are available for plotting the problem
geometry in ACCEPT, ACCEPTP, ACCEPTM, and CYLTRANM, and, in the case of the
latter two codes, for plotting electron trajectories in regions where macroscopic
fields exist.

Table 1. ITS member codes.

Enhanced )
Standard Ionization/ Macroscopic
Codes Relaxation Fields
(P-Codes) (M-Codes)
TIGER (1-D) TIGERP
CYLTRAN (2-D/3-D) CYLTRANP CYLTRANM
ACCEPT (3-D) ACCEPTP ACCEPTM
8




The moral of this discussion is that a user code exists which is elaborate
enough to handle very general problems, and is wel]l maintained and documented.
However, there are two problems with this situation:

- If you are given a result based on ITS, it is important to inquire
as to what version is being used, in terms of both dimensionality
and physics, especially low energy physics.

- If self-consistent electric fields and the currents they generate
are important, a calculation outside the framework of ITS is
required.




4. A SINPLIFIED MODEL OF e-BEAN PROPAGATION

To get a feeling for the evolution of e-beam deposition theory, we built
a working model based on the 1938 papers referenced above. The treatment was
relativistic; the model divides the laser into n parallel slabs of gas of
thickness dx = g/n. Following Bethe we use the singular solution to the
transport equations, Vz - Vl/(l + 3x/2)\), to calculate the energy of electrons’
emitted from the slab in terms of the energy entering the slab (Vl) and the mean
free path based on the cross sections for scattering-at that energy, X = X (Vy,
gas parameters).

When the energy is reduced to an amount comparable to the original energy,
it can be shown that scattering has produced a sufficiently uncollimated beam
that a diffusion approximation to subsequent transport is more realistic than
straight-line slowing. At that point the current out of a slab is given by J
- Jo[l - ¢(x/rg/2)], where ¢ is the error function, x is the penetration
distance, and 7o = (1/6)J3Ads’, with s the actual electron path length. This
can be written in reasonable approximation by an expansion of the error integral,
V() = V(J - 1) - V(i)Xexp(-(j - 1 - 0.5)% X? x), where i is the index of the
slab at which the electron energy is about half its original value, and X = dx/A
where A is a mean free path.

A listing of the KA code is contained in Table 2; results of several rums
are shown in Figures 1-3, compared with Monte Carlo calculations. The abrupt
transition between straight-line slowing and diffusion, employed in the KA code
following Bethe’s original suggestion, produces a less uniform deposition profile
than the Monte Carlo code. This is a reasonable reflection of smooth vs. abrupt
changes of physics model in adjacent regions. Even so, the agreement is pretty
good.

Parameter runs show that the results are sensitive to the scattering cross
section in the regions near each boundary; there is also some sensitivity to the
cross over point between slowing and diffusion. But the general trend shows,
as we said above, that energy deposition is not as big an issue as the low energy
distribution of scattered electrons, which is going to be inaccurate as much
because of uncertainties in the cross sections and rates at those energies as’
it is because of approximate treatment of slowing and diffusion.
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Table 2. A Program to Calculate Electron Energy Deposition in a Gas Laser

real e(20),v(20),de(20),de2(20)
real kev

real j

character ENDH

character*3 BEG

character BEGX(3)

equivalence (BEG,BEGX)
character ¢

real b(3)

CALL SETSCREEN(begx,endh)

write(*,*) beg,’USE,NRL1.AID’,endh
pause ‘' '
write(*,*) beg, 'USE,NRL2.AID’,endh

CALL PARAMETERS(beg,9,kev,j,p,a,bb,cc,n,endh)

**Begin the deposition calculation
v(l) = 1.9e9*kev**.5 *sqrt(1.+kev/1.e3)/(1.+2.*kev/]1.e3)
e(1) = kev
dx = g/n

**Assume an incoming current of 1 electron/cm

e = gnergy(kev)/electron; (J*A/q)*e kev/sec incoming energy
et = 0.

**For 1 electron use Ne = 1/gV (el/cm); Later use J(kA) to get Ne
en0 = 1./v(1)/9

** en0 = j/v(1)/1.5e3
dt = e(1)*v(1)*g*en0

do 10 i = 2,n+l
xgen = 0.79e2*p/(e(i-1)+10,)**2%((1.42.e-3*e(i-1))/(1.+
(3 1.e-3*¢(i-1)))**2*10g(64.*(e(i-1)+10.))
v{i) = v(i-1)/(1.+1.5*xgen*dx)
e(i) = e(i-1)/(1.+1.5*xgen*dx)**2
**de = ev/sec/cm deposited in dx; det = total energy/sec deposited in G
de(i-1) =(e(i-1) - e(i))/dx
det = det + de(i-1)*dx
if(e(i) .ge. kev/1.4) go to 10
do 14 j = i+l,n+l
x = 1.1*dx*xgen
v(J) =v(j-1)-v{i)*x*exp(-((j-i-.5)*x)**2*3.14)
e(3) =e(J-1)*(v{3)/v(j-1))**2
de(j-1) =(e(j-1)-e(J))/dx
det = det + de(j-1)
14 continue
go to 19

11




10 continue

19 do 20 i = 1,n
de2(i) = de(i) + de(n+l-i)
20 continue

** Print Output

do30 1 =1]1,n
x = float({)*dx
print 130, x,v(1),e(i),de(1),de2(i) :
130 format(’ ,f4 1,9x,e10.2,2x,10.2,4x,e10.2,4x,e10.2)
write(6,130)x, v(i) e(i), de(i) deZ(i)
30 continue

print 140,det,dt
write(6,140)det,dt
140 format(’ ’,/,’ Energy deposited/s = ’,f7.1,’ kev. Energy expende
$d/s = ' ,f7.1,’ kev. (1 el./s)’)
print 150,a,bb,cc
write(6,150)a,bb,cc
150 f:;nat(’ ‘y'a= ',f6.3," bb = ',f5.3,’ ¢cc = ’,f5.3)
e

** The calling rule for Hi Screens
SUBROUTINE SETSCREEN(begx endh)
character endh
character begx(3)

BEGX(1) = CHAR(19)
BEGX(2) = CHAR(255)
BEGX(3) = CHAR(1)
ENDH = CHAR(1)
return

end

** Input parameters from the screen

SUBROUTINE PARAMETERS(beg,g,kev,j,p,a,bb,cc,n,endh)

real kev

real j

character ENDH

character*3 beg

write{*,*) beg,’SCREEN,*’,endh

read(*,4) rcode

format(a03)

format(f8.1)

format(i5)

write(*,*) beg,’recover,g’,endh

read(*,5) g

write(*,*) beg,'recover,kev’,endh

read(*,5) kev

write(*,*) beg,’‘recover,j’,endh

[ R, % w

12




read(*,5) j
write(*,*) beg,’recover,p’,endh
read(*,5) p
write(*,*) beg, 'recover,a’,endh
read(*,5) a
write(*,*) beg, ’recover,bb’,endh
read(*,5) bb
write(*,*) beg,’recover,cc’,endh
read(*,5) cc
write(*,*) beg,‘recover,n’,endh
read(*,6) n
open (unit=6, file='nri.run’) .
write (6,100)p,j,kev,g
100 format(’ ',’'P = ',f4.1,” atm, J = ,f6.1,’ kamps, Energy = ’,f6.1,
$' kev, gap = ',f4.1,’ cw’,/)
print 100, p,j,kev,g
write(*,*) beg,’USE,NRL3.AID’,endh
write(*,*) beg, DISPLAY,P,=',p,endh
write(*,*) beg, 'DISPLAY,kev,=',kev,endh
write(*,*) beg,’DISPLAY,J,=’, j,endh
write(*,*) beg, 'DISPLAY,G,=',g,endh
print 110
110  format(’ ’,///)
write(6,120)
120 format(’ ’,Zx,’distance’,7x,'Ve(cm/s)',Sx,’Ee’,llx,'En Dep’,10x,‘2
$-beams’,/)
return
end
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P= 1.5 atm, J = 10.0 kamps, Energy =
distance ve(cm/s) Ee
( .9 .228411 .25E+03
3.8 <21B+11 .22E403
5.6 <19E+11 .19E+03
2.5 .17E+11 .1SE+03
9.4 .16B+11 -138+03
11.3 .15B+11 «11E+03
13.1 .132+11 .90B+02
15.0 .128+11 «76E+02
16.9 .11B+11 .658+02
18.8 .11E+11 .STE+Q2
20.6 .10B+11 .S1E+0Q2
22.5 .96B+10 .46E+02
24.4 .93E+10 -43E+02
26.3 .91B+10 <41E+02
28.1 .89E+10 .40E+02
30.0 .88E+10 «39E+02
Energy deposited/s = 159.1 kev.
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kL By

1.000 bb = 1.000 cc = 1.000

250.0 kev, gap = 30.0 cm

En Dep
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Energy expended/s = 250.0 kev. (1 el./s)

Figure 1. Dissipation of a single 250 keV beam.
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P= 2.0 awm, J = 10.0 kamps, Energy = 250.0 kev, gap = 20.0 cm

-~

distance ve(cn/s) Ee En Dep 2-beans

.4 «22E+11 .25E+03 .22E+02 .23B402
2.9 .218+11 .22B+03 <238+02 .2SE+02
4.3 -19B+11 <18B+03 .2SE+02 .278+02
5.7 c178+11 <158+403 -.16E+02 .19E402
7.1 .16B+11 +138403 - 14E+02 .198+02
8.6 -158+11 .11B4+013 -12E+02 .188+02
10.9 .13B+11 -88R+02 .98B+01 .178+02
11.4 <12B¢11 748402 .76E+01 -1784+02
12.% -11B+11 .63E4+02 .STE+D1 -18E+02
14.3 -1iE+11 -55E+02 .41E4+01 .19E+02
15.7 .99B+10 498402 +29E+01 .19E+02
7.1 -9SE+10 - 458402 .20E+01 .27B+02
18.6 <92E+10 - 428+02 .13E+01 .25E+02
20.0 -90E+10 -408+02 -85E+00 -23E+02

Energy deposited/s = 177.8 kev. Energy expended/s = 250.0 kev. (1 el./s)
a+* 1.000bb = 1.000 cc = 1.000
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Figure 2. Dissipation of two 250 keV beams.
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P= 2.0 atm, J = 10.0 kamps, Energy = 285.0 kev, gap = 20.0 cm

distance Ve( m/s) Ee En Dep 2-beans
L | «23E+11 .29B+03 .21E+02 .23B+02
3.3 .22E+11 .25E+0) .22E+02 .25B+02
$.0 .20B¢11 .21E+03 .23E+02 .288+02
6.7 . .18E+11 .188+03 .15B+02 .21B+02
8.3 .178+11 .158+03 . 148402 .2184+02
10.0 +158+11 .138+03 . 128402 .21B+02
11.7 .14B+11 .11B4+03 <.97E+01 218402
13.3 .13E+11 .91B+02 . 778401 .21E+02
15.0 .12B+11 < 79B4+02 .60E+01 -21E+02
16.7 .11E+11 .69E+02 . 4SE+01 .288+02
18.3 <11E+11 .61E+02. <33E+01 .258+02
20.0 .10B+11 .568+02 242401 <23E+02

Energy deposited/s = 183.8 kev. Energy expended/s = 285.0 kev. (1 el./s)
a= 1.000 bb = 1.000 cc = 1.000
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Figure 3. Dissipation of two 285 keV beams.




5. RETURN CURRENTS, LASER PERFORMANCE, AND OTHER DETAILS

A number of conversations, discussions, and literature analyses dealt with
“anomalies* in laser performance. My initial approach was to look for specific
cases where conventional treatments of laser deposition failed to agree with
experiment. This didn‘t produce any showstoppers, so I broadened it a bit to
look at any vagaries in laser performance related to electrons interacting with
Krf.

One useful discussion was with Alan Hunter of Thermoelectric Corp. Hé
made a number of useful points based on his previous experience:

- The most common reasons for breakdown in Monte Carlo modelling are
unrelated to the M.C. met od itself. They include:

- Neglect of relativistic corrections

- Errors in calculating scattering in all foils

- Inaccurate modelling in the gun and electrode region for 2-beam
systems, where penetration of one beam into the opposite gun
can cause reflection, nonuniform lateral fields, and similar
complications B

- The Japanese have constructed analytic fits to M.C. calculations,

at energies up to 20 MeV, which are purportedly useful in parameter

variation and modelling. Examination of these papers showed work

of about the same level as the KA code described in the previous

section, except they showed more emphasis on curve fitting rather

than on physics models. A1l of this showed general satisfaction with

the use of M.C. for deposition calculation.

- More detailed simulations track beam propagation, energy deposition,
species pumping down to a fraction of an eV; these show difficulties
in modelling that transcend the calculation of uniform volumetric
power deposition. This is because the rate of electron attachment
to FZ is strongly dependent on the low energy electron distribution
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f(E), with the cross section going from a very large value at E =
0 to a very small value at 0.03 eV. Electrostatic fields from charge
buildup have a dominant effect on the low energy part of f(E).
Return currents reduce the electrostatic field, and directly
influence the low energy part of f(E). A self-consistent solution
to the determination of f(E,t) in the energy region below a few eV
is beyond the scor ' of simulations done to date.

- There have been comments by experimentalists that indicate the
electron penetration is less in experiments than predicted by the
M.C. codes. This is consistent with the notion that electric field
buildup has a macroscopic effect on total energy deposition per cm.

In addition to those comments, other information relevant to return currents
and/or 1:ser performance include the following:

- Comments by Dr. J. Jacobs of SRL indicated his belief that return
currents would be small due to enhanced electron attachment to Fz.
In my opinion, that argument emphasizes the point I‘ve been making.
Electric fields and return currents dominate the electron
distribution f(E) at low energies, which directly affects attachment,
which has a big effect on the gas kinetics. So return currents are
an important effect, especially if attachment keeps them artificially
low. .

- Research at AVCO by Mangano et al. showed the effect of return
currents in a single beam system by using various boundary
conditions. With a transparent grid boundary, a magnetic field
developed in the gap, consistent with a one-sided current. When the
grid is replaced by a solid insulator, the magnetic field quickly
decays, indicating the presence of a counter current which cancels
most of the e-beam current. )
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Conversation with Roger Haas at UC Davis emphasized the fact that
it is well known that the electron distribution following e-beam
deposition is non-Maxwellian. At low energy the first break in the
distribution from Maxwellian is due to FZ attachment, at nearly zero
energy. Another break in f(E) can occur at energies corresponding
to the ionization threshold of Ar, at about 0.4 eV.

Dr. Haas also pointed out several other potential dangers when return
currents become strong. Electron heatihg by the return current can
be substantial, further altering the low energy distribution of
electrons. o

In addition to these general and various effects, a specific danger
emerged, namely that buildup of a background electric field would
generate a return current sufficient to drive the well known
jonization instability (see, e.g., "Stability of Excimer Laser
Discharges,” Roger A. Haas, in Applied Atomic Collision Physics, Vol.
3, Academic Press, 1982).
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6. IONIZATION INSTABILITY IN THE NRL EXPERIMENTS

Experimental development of discharge excited excimer lasers has shown
that their performance characteristics are limited by an ionization instability.
The instability leads to a collapse or filimentation of the discharge, usually
terminating laser operation after a few tens of nanoseconds. The same process
can affect high power e-beam driven discharges, in that the buildup of electric
fields will drive a return current which may reproduce the phenomenology found
in discharge driven devices. ' '

The onset conditions for the ionization instability depend on a local
imbalance between electron production processes and loss processes in the
discharge. Because the e-beam also produces ionization, it can have a
significant effect tending to quench the instability, besides being the source
of the currents which tend to drive the instability. In discharge systems the
instability occurs under the conditions for optimized laser performance. Whether
the beam damping will be enough to stabilize the mode depends on a detailed
accounting of the beam ionization rates and the F2 electron attachment rates. -

The importance of the ionization instability would be that it produces
a striated or collapsed discharge, with the plasma forming alternating layers
of high and low density, with planes of constant density oriented normal to the
e-beam. It is possible to get some ideas of when these effects might come into
play. Using

V.E-= 4nnee

and noting that during the kinetic phase where the (deposited) electron density
is increasing with time

ol de, It
e g &)

where dEe/dx is the energy deposited per cm, Eo is the original energy, and Ia/Ae
is the number of electrons entering the laser per second. This gives
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E = 4xl t { (1/E,) (dE /dx) dx

Tneturn = 1o 470t [ (1/E ) (dE/dx) dx

where

2
0 = nge /mevne

is the conductivity and Vpe s the collision frequency of electrons with

background materials. The time to develop a return current comparable with the
beam current is

t o e Telo%ne'e

2
4:nee 4xnee

which for electron densities in the range 1013 a3 is 10’s of nanoseconds or
less. However, it may not be necessary for IR > Io to trigger ionization
instability, and a calculation of the steady state current will doubtless be more
significant than the condition IR - Io' It is clear that since this balance

between currents and rates is crucial to stability, a self-consistent model is
essential.
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7. RECOMMENDATIONS

At this point in the study, my opinion is that as a general technique for
calculating energy deposition, the Monte Carlo code is potentially adequate.
"Potentially" is because the code exists in many versions; it is necessary for
the researcher to take care both in calculating electron propagation in the gun-
electrode-drift-foil region as well as using the code version best adopted to
Krf, particularly the low energy physics package. )

There are at least two issues more vital than simple deposition. First
is that the laser performance will depend critically on the low energy (< few
eV) electron distribution and the rates for attachment, etc., at those energies.
Neither of these is particularly well determined; this lack may be too difficult
to remedy in a reasonable time frame for KrF development.

The second issue is that of ionization instability produced by the return
currents and electrostatic fields generated during e-beam deposition. It may
be possible to impact this problem with a small study at the level indicated in
the cover letter to this report. What has to be done is the following:

- Develop a simple model for electric field (E) buildup, taking into
account the mobility of electrons after deposition and loss to the
boundaries.

- Estimate Ip(t) from the fields determined in the above model.

- Apply the stability calculation to a Krf system with the E/n
determined above. .

- Estimate the stabilizing effect of ionization produced by the e-
beams.

This can be as complicated a problem as one chooses to make it, but I
believe an estimate can be obtained with three to four weeks work which will
show under what conditions an e-beam driven KrF system might arguably be unstable
due to this return current effect, and what choice of parameters would tend to
avoid it.
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I. INTRODUCTION

The stability of excimer laser dischargesl has been studied for many
years.2'7 It is well known that performance characteristics and scalability are
limited by an ionization instability, produced by a local imbalance between
electron production rates and loss processes. In this instability, a local
increase in electron density leads to a state where the ionization rate (electron
production) exceeds the loss rate of electrons by direct processes (attachment)
or indirect processes (metastable quenching). The instability leads to a
collapse or filamentation of the discharge, terminating operation after a few
tens of nanoseconds. It has been sho«m"”5 that sustaining the discharge by a
high energy electron beam adds to the stability, if a significant fraction of
the total power deposited in the laser is supplied by the electron beam.

An understanding of the parameter range for beam-induced stability is
clouded by the effect the beam can have on the equilibrium, in addition to its
effect on the stability of a given equilibrium. Thus, for example, Reference
7, which gives an excellent survey of excimer laser stability, reports a
stability criterion (Ref. 7, Eq. (19)), Sep > "e"lkli as the minimum ionization
rate by the beam for stability (S is ionization rate due to the beam, n, the
electron density, n, the density of the first excimer excited state, and k11 the
rate of ionization from the excimer excited st.at.e).l’2 On the other hand,
experiments and ana\ysisz°5 reported in Ref. 7, Eq. (27), find that stability
of this type of discharge requires Seb < ngkgkq/dnk“km, where ne is the
density of Fz, k, is the attachment coefficient for e + Fz ~-F+f, kq is the
rate for quenching the metastable state n by FZ' n is the total gas density,

and k01 is the rate for excitation of the metastable state ny by electron impact.
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The reason for a stability range rather than a stability limit lies among
other possibilities in the dependence of the electron density n, and the rate
coefficients kOI’ etc., on Seb’ and on E/n which also depends on seb‘

In this report we describe research on the stability of a high power
output Krf laser system in which the high energy e-beam dominates both the
equilibrium and stability of the discharge, i.e., in which the discharge is
maintained by the e-beam rather than electrically. The elements we consider are
(1) the bifurcated equilibria possible in this system, (2) the return currents
and E/n produced by the electrons deposited by those currents, and (3) the
stability of the more likely equilibrium, as a function of beam curreat. As a
guide in the stability analysis, we follow closely Reference 6, which also
specifically recognizes the influence of separate stability phenomena and
equilibria phenomena in calculating the threshold for stability in beam sustained

systems.6




2. RETURN CURRENTS AND RELATED PHENOMENOLOGY OF AN e-BEAM-ORIVEN Krf LASER

A significant phenomenon in a Krf system driven by a high power electron
beam is that electron deposition can create a substantial charge density, leading
to an electric field and current typical of a discharge laser. This current can
affect the operating point of the laser as well .as its stability. In this
section we derive some of the features of a laser dominated by e-beam deposition.

Beam electrons deposited in the laser set up an electric field whose

potential is given by
V24 = 4 |
= 4xen,, , (1)

since the secondaries produced by ionization, etc., are balanced by an equal
charge density of ions. This potential drives part of the dense cloud of slow
secondary electrons out of the system, reducing the charge density. In
ehui]ibrium the return current J, equals the beam current J,. Although the
current is determined by the beam current, the electric potential and unbalanced
charge density to support it is determined by the conductivity of the gas.
Note that in the absence of return currents, the electron density increase

due to beam deposition is

18
ng (due to beam electrons) = j, (:fz) X E(zm;O eliigt:"s » (2)

where jb is the electron beam current. For a pulse length of 100 ns, gap width

of 10 cm, and current of 50 A/cmz, Eq. (2) would give an excess electron density




and corresponding electric field of

ng(beam) = 3 x 10’2 a3

E (beam) = 10lo Volts/meter R

which would drive a current far in excess of the beam current.® So a return
current is absolutely required to reduce the charge imbalance and maintain a
self-consistent electric field.

To estimate the electric field in steady state, we assume that the plasma

current balances the beam current, so the field is given by

E= Ib(A) R(ohms)/L(m) . ) (3)

The resistivity can be expressed in terms of the background gas density and the

electron density and temperature,a giving the familiar (for gas discharge
physics) form

TTy(eV) dgp (A/cnd
Ea3zxiol® e! %2§A/cm ) Townsends ’ (4)
n ng(cm™) .

where n is the neutral gas density and 1 Td = 10'17 V-cnz. This is a normal
level of E/n for discharge driven lasers, showing that the effect of return
currents in these high powered beam driven discharges is substantial.

The result Eq. (4) assumes steady state. The buildup of E with time can

be calculated from the rate of electron deposition £q. (2) giving




E = anlt [ (1/€)(dE /dx) dx . (5)

Lpeturn = 1p4%0t [ (1/Ep)(dE /dx) dx . (6)
which shows that a current comparable to the beam current develops in a time

t-10 % nyn, s, (7)

where Ny is the neutral gas density. This short time scale means that the
assumption of steady state is a good one, and that Eq. (4) is a reasonable
estimate of E/n. The excess electron density consistent with the calculated

electric field can be abtained from £q. (1), giving

n
YD gy e (8)

n_(excess) = 2 x 10
¢ e

Since typically no/ne - lo4 and jb < lo2 amps/cmz, it is clear that the excess
of electrons produced by the beam is not of high enough density to affect the
kinetics.

For later reference, we estimate the ionization rate due to the peam
deposition. Assume E, is the beam energy per electron, and that during
deposition eEb goes into ionizing the gap. Take Ei to be the ionization energy.
Then from Eq. (2) the total energy density which goes into ionization per second

is




: 2 dn
ev 18 j(A/cm e
eE) - 6 x 100 Y e pen - £ 7

and the electron production rate becomes

. 2, E
18 ¢ cm b el
Sqp - 6 x 1018 lfA/ax) b el

icm-s

This will be used in both equilibrium and stability calculations below.

(9)

(10}




3. EQUILIBRIUM IN A Krf LASER

We consider a simplified model for the Krf system, with the densities and

atomic processes as listed in Table 1.

Table 1. Elements of the Krf kinetics model.

Densities: electron Kr-ground state (Kr+Ar)Metastables Argon Fy

Te K " o "

Rates and processes:

k01: Kr(Ar) + e = Kr*(Ar*) + e

Kyj:  Kr*(Ar*) + e = Kr*(art) + 2e
e+F,~F+F
k.: Kr*(Ar*) + F2 =+ Krf*(Arf*) + F

The equilibrium equations, similar to Reference 7, are then

dne

at " Seb * KpiMMe - Knpne (11)
dn1

& " Sut Koreo - KpMeM - Kgme s (12)




where S" is the rate of production of metastables by the e-beam, given for argon
7
by Sm = seb/3‘5'

Solving with dn/dt = 0 gives the coupled equations

S

eb
n, = ’ (13)
e ngk, - nkyy

o "O"ekOI + Sm , (14)
1 "eiii + ﬁ;kq

and solving gives the equilibrium electron density

2 2 2 1/2
e ~ 24 ’
S =Sgp + Sy

There are several branches of equilibria
a S, « nzk k. /k
. eb << Npkgka/ky;

al. "Fka < nok01

In this branch of weak beam equilibria, there are two solutions to Eq.

(15), namely,




and

S..n k

2 eb"0%01K1 1

nez - n K- anakq . ) (18)
0%01%i - "FRaK1j .

From both branches, using the limiting Seb for case a,

3, .2
an ka

S, < I"'Eg'i" for equilibrium . (19)
eb * 4ngkgrkys

This is the same as Eq. (4), Reference 5, where it is listed as a stability
condition.

| There is a strong beam solution to the equilibrium equation (15), namely
S> "squa/kli' This limit will not give a real, positive value for the electron

density unless Seb is actually somewhat higher, giving the following regime.

b. Seb > 4anqn°k°l/ki ’ “Fka > nok01

This 1imit has an electron density which to lowest order is independent
of Seb’

n, = anq/ki . (20)




This limit gives an electron density independent of seb; to reach it
requires transiting a parameter range which may be unstable as in discharge
driven cases where Ne is also independent of Seb, or may not have an equilibrium,

with Eq. (15) giving negative or complex n It is beyond the scope of the

e
present study to examine this density range, not usually considered in the
existing literature.l'7' Nevertheless, it may be worth further study to determine
if this region can in fact be accessed in a real system, and whether it would

be desirable from a stability standpoint to do so.

10




4. STABILITY OF AN e-BEAM DRIVEN Krf LASER

We consider a system with Ne given by Eq. (17), Seb limited as in case
a, and £/n given by Eq. (4). In analyzing the stability of the e-beam pumped

Krf systems, we use the following value56 for kinetic rate coefficients, defined
in Table 2.

Table 2. Rate coefficients for the kinetic model in Table 1.

Metastable jonization kyy = 6 x 1078 cm3/s
Electron attachment k, = 4.3 x 1079 (E/n)°°°63
. -10 _ 3
Metastable quenching kq =7.5x10 cm™/s
-11 .,-13
Metastable production ko1 = fn (E/n, ne/n) ~ 10 *°-10

Long6 gives a set of empirical curves for k01 as a function of E, n, Ng- We use

a crude fit to his curves for the purpose of estimating critical parameter

ratios,

koy = 25 10083 (e/n)32  for ne/n - 3 x 1008 . (21)

11




Figure 1 shows the parametric dependence on na/n.

Stability is calculated by perturbing the electron and excited excimer
densities, ne = ng + né exp(-iwt), n = ng + n% exp(-iwt), substituting into
Eqs. (11)-(12) and linearizing. The fact that the metastable production rate

kol is a strong function of E and n must be recognized by writing

kog = KO; * kél‘exp(-wt) , (22)

gy .1 . g1 1
'?-E—E +1n—ene - (23)

]
kop =

The perturbed field E! can be obtained as follows. There are two special
cases of the relation between the current, voltage, and external circuit. One
is the voltage limited case, where a change in the discharge impedance changes
the current. In that case,

k1 (Voltage limited) = akOl n
01 9 Bne

1
: (24)
A second 1imit is current limited, where a change in discharge impedance causes

a change in the voltage, the current held constant. For constant current, J -

eneve, S0

[

av
1.1 e .l
etv.aE £ 0

(1]
0103
I <
o o

1
A

and

12




1 ave
kg, Pt EmI% ek
kél(current limited) = - -agl { n sve e ] ne *Fm Me - (25)
v, ot

From Figure 1, k01 varies more strongly with E than with n,, so an increase in
electron density causes a decrease in the metastable production rate coefficient
for the current limited case, while for the voltage limited case, ksl and ng are
in phase, akm/ane > 0.

Linearizing the kinetic equations (11)-(12) about a small perturbation
~ e(-iwt) gives the stability condition (Im w > 0)

1
S Kaqn
eb 0l e
ﬁe— kan > kmne [klino (1+ -k—nr) - kan'_-] . (26)
017

The value of kél/ng depends on whether the discharge is voltage or current
l}mited. On a sufficiently long time scale the current will be constant,
determined by the beam deposition rate. But on a shorter instability time scale,
a variation in the impedance will produce a variation in the current, since the
density of excess electrons has not changed. Thus we consider first the voitage
limited case. In that case kél/ni > 0, and the right-hand side of (26) is
positive. It may appear that (26) then gives a lgwer limit on seb for stability.
However, if the dependence of n, on Seb is included from Eq. (17), the stability
condition gives instead an upper limit on seb’

ngk kg 27
Sep < EEEE?EI; for stability , (27)

13




which is comparable to the limit on Seb from equilibrium constraints.

Using Eqs. (4) and (10), taking € = 1/2, and estimating kg, = 16712 gives

3

Sep < 2 x 10726 "OEb1 (1"01 ) 55 : (28)

It is instructive to compare this result with'the result obtained assuming
a current limited discharge. In that case, ksl/n: is negative and the discharge
is stable to the uniform'perturbation assumed above for any beam density.
However, as has been noted in Reference 6, experiments show that current limited
discharges are also unstable, but to a disturbance that produces filamentation
in the current. Figure 2 shows data indicating the stable operating regimes in
this limit. Equation (4) and the equilibrium equation (17) can be used to
estimate E/N - 5 Td which corresponds to stable e-beam currents less than 5-10
A/cmz/amagat, which is comparable to that obtained from Eq. (27).

The point in both of these cases is that the E/n which develops is only
weakly sensitive to jeb’ since it is proportional to jeb/"e and ng - jeb in
equilibrium. Both theoretically and experimentally, a fixed E/n is only stable
up to a critical beam current, given approximately by either Eq. (27) or Figure

2.

14




S. CONCLUSION AND SUMMARY

In previous studies, both experimental and theoretical, it has been shown
that discharge-driven Krf lasers are subject to an ionization instability driven
by multistep ionization processes involving the metastable states of Kr or Ar.
In the present study it is shown that a sufficiently intense e-beam driven laser
can also be subject to these instabilities.

The mechanism is that the electrons deposited by the beam create a 'local
charge imbalance which, due to finite conductivity, sets up an electric field
of comparable size to that which drives discharge lasers unstable. Just as the
e-beam current has a maximum stable value in a discharge laser, it has a similar
stable value in an e-beam driven laser. The primary effect of the electric field
is to increase the rate coefficient for metastable production by electron
bombardment .

Both volume and striated modes of instability are possible. We have
treated the volume mode analytically and referred to experiment for the striated
mode. Both give similar current levels for stability. To extend the stability
range, Eq. (27) suggests increasing the density of Fz, and/or tailor the e-beam
pulse to compensate for the loss of'l-'2 during the experiment. Raising n, can
also increase the stability range. This may seem to contradict Eq. (27), but
in fact k“ - n;3/ 2, so that higher No increases the stable Seb- The same trend
obtains for the striation instability, as seen in Figure 2, where decreasing ng
reduces the stable current. We recognize that there is an optimal n. for maximum
output, but the stability constraint should be folded into the choice of this

parameter.

15




Finally, the dependence of electron temperature Te on beam current has
been neglected as beyond the scope of the present calculation. This could
influence the E/N produced by a given current, and change S:;x. A more detailed
treatment of the dependence of the metastable production rate ko1 on electric
field and on electron density should also be carried out if more precise results
are desired. But the present work demonstrates the physics and points to a

stability limit due to e-beam induced return currents.
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Figure 1. Metastable production rate. Parameters for the curves from
top to bottom are n/ny = 3 x 1075, 1075, 3 x 1075, 1076, o.
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Figure 2. Maximum E/no for stable discharge operation. The symbols are
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(0), and 0.044% (@).
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Appendix D

On Possible Stabilization of Ablatively Accelerated
Foils by Strongly Coupled Plasma Effects




On possible stabilization.of ablatively accelerated
foils by strongly coupled plasma effects

A. L. Velikovich

Laboratory for Plasma Research
University of Maryland
College Park, MD 20742

Abstract: Possible stabilization of Rayleigh-Taylor (RT) instability of ablatively ac-
celerated foils caused by strongly coupled plasma (SCP) effects has been analyzed as a
general concept, as possible explanation of earlier NRL experiments (Grun et al., Phys.
Rev. Lett., 1987), and as a reason to pursue further research on SCP physics. The stabi-
lizing influence of SCP effects, such as modification of equation of state, plasma viscosity,
thermal conductivity, surface tension, and mechanical rigidity (the last two mechanisms
correspond to possible plasma phase transition into a condensed state), estimated from
above in a most generous way, have been found insufficient for suppressing RT instability,
in particular, in the case of experiment cited above. Alternative explanations for lack of

observed perturbation growth in the short-wavelength range in this experiment are dis-
cussed.




1. Introduction

Rayleigh-Taylor instability of ablatively accelerated targets is known to be a major
problem for the direct-drive concept of laser fusion. Ability to suppress the RT instability
is a prerequisite for making this concept feasible.

Unfortunately, with high-temperature ablated plasma much lighter than the dense
accelerated layers, the effective Atwood number A is very close to unity, and we have
therefore to deal with the most dangerous kind of RT instability. It is known that for
A =1 the dominating instability mode of a layer supported by the pressure of a massless
fluid against gravity, is the so-called global RT mode, whose growth rate equals /gk (g
is acceleration, k is the perturbation wavenumber), and is therefore independent of the
density and pressure profiles, equation-of-state (EOS) of accelerated material, etc.!? It is
easy to explain independence of the equation-of-state: the global RT mode corresponds
to purely interchange, divergence-free perturbations, volume of any plasma particle being
constant in time. Consequently, compressibility of those particles is never tested (this is
why the growth rate does not depend on the equation-of-state), and no energy is required
for compression (thus this mode is the fastest one). The independence of the flow profiles,
though not so evident (e.g., see® and the comment!), is nevertheless an established fact.
If one aims at suppressing the RT instability, no simple rearrangement of the fluid profiles
and the EOS would help. The very nature of the perturbed flow should be changed in a
radical way.

Of course, the RT instability of an ablatively accelerated foil is not exactly the same as
that of a plane layer in a gravitational field. Flow of plasma particles through the unstable
zone and non-uniformity of the acceleration profile should both contribute to stabilization.®
However, this stabilization is not particularly effective for large perturbation wavelengths,
the decrease in growth rate being given by a factor of about 0.9. Here again, variation of
the fluid profiles and properties within an order of magnitude is not likely to produce a
major stabilizing effect. For stabilization, one should use mechanisms capable of changing
the perturbed flow qualitatively.

The aim of this paper is to investigate whether the required stabilization could be
produced by the strongly coupled plasma effects. Indeed, the ablatively accelerated plas-
mas (especially the cold, dense layers) are known to be non-ideal, strongly coupled, with
the values of the coupling parameter I’ typically in the range between 1 and 10.57. In
principle, the SCP effects could substantially modify all the plasma properties, from its
kinetic coefficients to the EOS. Plasma phase transition to a liquid-like (and even solid)
state is not excluded also.

Particular attention is to be paid to the still unexplained experimental results of Ref.
8, where no appreciable growth has been observed for short-wavelength perturbations with
A = 50 um, whereas observed growth rates for long-wavelength perturbations (A =100 and
150 um) were quite close to the classical \/gk. Though this result has not been confirmed by
subsequent experiments, the experimental conditions of ® also never have been reproduced
exactly. The possibility, however small, that this experiment has accidentally produced
conditions favorable for suppressing the growth of short-wavelength perturbations (maybe,
by some SCP mechanisms) should be carefully analyzed.

Though physics of strongly coupled plasmas has been an area of extensive research
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for several decades, there is still some uncertainty in calculations of basic SCP parameters
and kinetic coefficients like compressibility, viscosity or thermal conductivity, even in the
extensively studied case of a2 hydrogen-like (fully ionized) SCP. Considerably less is known
about partially ionized SCP, where additional collective effects are possible due to over-
lapping of the wave functions of bound electrons in neigbouring atoms. The SCP realized
in laser-fusion experiments appear to belong mainly to this latter type.

Quantitative theoretical studies of laser-produced SCP are particularly difficult (and
their results accordingly uncertain) since the coupling parameter I', often being of order
of (and greater than) unity, cannot be made very large. Indeed,

(Ze)? _ 8.6 Z? (n/5 - 10**cm™3)'/3

I=37 T (eV) : (1)

where T is the plasma temperature, n is the ion density, a; = (3/4xn)'/? is the “mean ion
radius”. We see that it is very difficult to produce laser plasmas with I’ greater than, say,
20. Indeed, increasing ion number density of a singly ionized plasma to 10?* cm~3, one
can gain a factor about 3; however, this degree of compression is hardly possible without
plasma heating to several eV, the net result being rather a decrease of I Whenever Z
is greater than unity, the contribution of the Z? factor is usually more than compensated
by the corresponding increase in temperature, so that for a pusher-fuel interface one can
hardly expect I' to be greater than 3 to 5.

The general characteristics of strongly coupled plasmas are “cold” and “dense”. How-
ever the degree 1/3 in Eq. (1) indicates that when one needs to produce a SCP with
very large T, it could (and, in effect, should) have very low density and low temperature.
Indeed, pure ion or electron plasmas can exist only at low density (recombination of a
two-component plasma at low temperatures would be inevitable). A decrease in density
by 14 orders of magnitude from the solid-state level to (1 — 2) - 10% cm~3 accompanied
by decrease in temperature by 6-7 orders of magnitude from 1 eV to 1-10 mK in exper-
iments with laser-cooled ions in Penning traps (e.g., see Refs. 9, 10) results in overall
increase in I', which could achieve a few hundred. The same refers to the 2-D systems of
strongly-coupled electrons, also produced at cryogenic temperatures !!'?: in the range of
typical electron densities 107 to 10'° cm~? (which corresponds to the same values of a; as
number densities per unit volume 10'! to 10'®* cm~?) high values of I are obtained 2t the
temperatures about 0.1-1 K.

Therefore, laser-produced strongly coupled plasmas fall into the most uncomfortable
range of the SCP parameters, where one cannot make use of reliable theoretical results
obtained in the iimit of very large I However, filling the corresponding (very large)
gap in the theory oi SCP is certainly beyond the scope of the present report. My main
goal is to estimate whether the SCP effects could be sufficient to suppress RT instability
in the experiments with laser ablative acceleration of thin foils, conditions of the NRL
experiment® being an important example and a reference point.

For this, a complete theory is not required. The SCP effects could be estimated from
above, the estimates being based on very simple considerations.

For instance, there is still no reliable theory to predict the threshold value of I required
for so-called plasma phase transition from a partially ionized gas to a liquid-like state. This
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type of transition, first discussed in'>'* may be related to some results of LLNL shock-
wave experiments.!®> Without going into details, we may assume that the strongly coupled
plasma indeed turns into a liquid state, - and then estimate the possible contribution of
corresponding stabilizing factors, like surface tension (Sect. 2) or enhanced viscosity (Sect.
3) to suppression of the RT instability.

Though within the range of I’ covered by laser-fusion experiments plasma freezing and
formation of solid crystal structure stabilizing the flow appear to be unlikely, one has still
to allow for this possibility. However, the Young’s modulus of this crystal, if one is formed,
could be estimated from above, too, as well as possible contribution of the presence of a
frozen layer to the overall stabilization (Sect. 4).

The influence of SCP modification of the plasma equation-of-state and thermal con-
ductivity on suppression of the RT instability is briefly discussed in Sect. 5.

In Section 6, the still unexplained results of Ref. 8, possible contribution of SCP effects
to observed unusual stability and some alternative explanations are discussed. Section 7
summarizes the results.

2. Surface tension

Let us assume that a relatively cold ablatively accelerated plasma is turned into a
liquid state as a result of a plasma phase transition!®!4. This implies that a surface of
the liquid, and hence, surface tension appears. Surface tension is known to be an effective
mechanism for suppressing the RT instability. The cut-off perturbation wavelength for

this mechanism equals
1/2
Amin = 27 ('S_;'&> ) ) (2)

where S is the surface tension, and p is the density of the fluid!®. Short-wavelength pertur-
bations with A < Apnin do not grow; on the other hand, perturbations whose wavelengths
are sufficiently long compared to An;n, are not affected.

The exact value of surface tension S is not easily calculated even for the most simple
and thoroughly studied liquids like liquid argon or liquid sodium: discrepancy between the
theoretical results and measured values is typically within 30 to 50% 7. However, S could
be estimated from above in a relatively simple way. Indeed, the additional energy needed
to pull a particle - molecule or atom - from the volume to the surface (that is, surface
energy per particle) is needed to break some of the bonds, since a particle on the surface
has less neighbors than one in the volume. Nevertheless, it still has some neighbors, it is
still bound to the fluid. This amount of energy is clearly several times less than the energy
¢ needed to extract a particle from the fluid (evaporation energy per particle). Then the
estimate for S is

S < S, =en?? 3)

where the factor n?/3 is number density of particles per unit area of the liquid surface.
Let us verify that Eq. (3) is indeed a reliable estimate from above. For liquid argon at
T=84K (¢ =0.067eV =785K/kp, n = 2.1-10’2 cm™3) we have: § = 13 dyn/cm, S = 82
dyn/cm. For liquid nitrogen at T= 63 K (¢ = 0.058 eV = 676 K/kg, n = 1.9-10?> cm™3):
S =12 dyn/cm, S,, = 66 dyn/cm. For liquid sodium at T = 371 K (¢ = 1.03 eV = 12000
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K/kg, n=24:102 cm™3): § =191 dyn/cm, S. = 1373 dyn/cm (all the data from!?).
Hence, S, overestimates S by factor 5 to 7, as it should.
For a strongly coupled plasma, the characteristic energy per particle is

€scp = (Zac')z =TIT. (4)

In particular, the evaporation energy, if nonzero, should be of the same order of magnitude.
Hence, the required estimate from above for surface tension of a strongly coupled plasma
is obtained by substituting (4) into (3):

Sm = (4x/3)}3(Ze)*n. (5)

We can check up whether this is indeed an estimate from above for surface tension
of a SCP by comparing (5) with the numerical results obtained within the framework of
the density functional theory for surface energy of a classical one-component plasma.!®
This approach yields quite good estimates for surface tensions of simple liquid metals.
Formulation of the one component plasma problem (ions in the field of rigid compensating
charge background, the latter having a step-function density profile) allows one to calculate
surface energy for any values of I, even for low ones, which would not normally correspond
to a liquid state of a SCP.

Surface energy E, is normalized in 18, to produce a dimensionless characteristic equal

E,
*= a,-nT‘ . (6)

Substituting into Eq. (6) E, = Sm, where S, is given by (5), we obtain: U = 1.6-T.
With T’ varying in the range from 3 to 30, this estimate for U varies between 5 and 50.
However, the results of'® (as well as those obtained by other authors and cited therein)
yield the values for U in this range of I' well below unity, mostly about 0.5. This confirms
that (5) is indeed an estimate from above for S.

We can now substitute (5) into (2) to obtain the estimate from above for Apmin :

to

2437716 Ze 3z 7
31/6  (myg)t/? ~ [A-(g/10' cm/sec?)]/? H ()

Amin

A being the atomic mass of the accelerated plasma.

Equation (7) demonstrates that possible stabilizing effect of surface tension is limited
to very short waves. Let us estimate its right-hand side for the experimental conditions
of.® This experiment had been performed with polystyrene foils (average atomic mass A is
about 6) at temperatures below 3 eV (hence, Z is not likely to exceed unity) and typical
acceleration g = 8.5 - 10'* cm/sec’. Equation (7) demonstrates, that surface tension
stabilization could be effective there for wavelengths smaller than (or, at least, of order
of) 0.4 um. Stabilization of perturbations with A = 50 um by this mechanism therefore
appears impossible.

For the sake of completeness, however, the only result that does not fit into the
described scheme should also be cited. I refer to surface tension at pusher-fuel interface,
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calculated in'® by means of particle simulation. This calculation has been done for pusher
plasma with ' = 3, T = 200 eV, Z = 5 (that is, n = 1.1 - 10* cm~3) and fuel plasma
with Z = 1 at temperature and pressure equilibrium with it (which corresponds to n =
3.3:10%* cm™3). The plasma with moderate value of T', of course, is not supposed to turn
into liquid state. Here, the surface tension emerges as an interface effect, just like con:act
potential. [To provide quasi-neutrality, electron density should be higher at the pusher
side of the interface by factor 2Z/(Z + 1) = 1.8, and to maintain this in thermodynamic
equilibrium, potential on the fuel side should be accordingly lower]. The calculated contact
potential is indeed very close to plasma temperature T expressed in eV.

Estimating the surface tension, one would naturally expect something of order of
S = T -n?3. For the above conditions, this amounts to 7 - 10 dyn/cm, and the value of
the quantityS/p, relevant for stabilization, about 6.6 - 10° cm3/sec?. However, the result
of'? reads:

S/p® =3-10° cm®/sec?, (8)

Dimensionality of the right-hand side of Eq. (8) indicates an error in the left-hand
side: the power of p should be -1, not -3 [this is also suggested by Eq. (2)]. If we attempt
to correct Eq. (8) accordingly, then we are left with enormous value of surface tension, 500
times greater than the above estimate (it corresponds to the energy required for pulling
one additional ion to the surface from the fuel side of about 100 keV!). If correct, this
would mean suppression of the RT instability at the pusher-fuel interface for perturbation
wavelengths below 30 um with ¢ = 10'® cm/sec?, - in other words, almost complete
stabilization of this interface. Importance of this discovery for laser fusion studies would
need no explanation.

In my opinion, however, the value of S/p cited in Ref. 19, is simply erroneous. This
is indirectly confirmed by the fact that none of the authors of" did mention it in any
of the subsequent publications. In particular, no stabilizing effect of surface tension has
been discussed in their papers about RT instability on the pusher-fuel contact surface of

stagnating targets?®?! | where a surface tension term of order of (8) would have drastically
changed most of the results.

3. Viscosity

Here we consider possible stabilizing influence of viscosity. It is well known that plasma
viscosity given by the classical, Braginskii’s formulae??, which is proportional to T3/2,
is very small at comparatively low temperatures characteristic of ablatively accelerated
targets, and therefore definitely insufficient for stabilization. However, plasma transition
into a liquid-like state should also be considered (see above), and viscosity of a liquid is
larger than that of a gas. It should be estimated whether the liquid viscosity could be
large enough to suppress the RT instability effectively.

Dimensionality of kinematic viscosity is [length squared/time] - that is, it equals the
square of characteristic length lo divided per characteristic time 7,:

v= Ig/TOs (9)

To make a reasonable estimate with (9), one should define /; and 7, in an appropriate way
for a liquid.




For this purpose, the results of conventional theory of simple liquids are used. Recall
that the main structural properties of simple liquids are determined by “harsh repulsion
that appears at short range and has its physical origin in the overlap of the outer elec-
tron shells”,!” whereas the long-range attractive forces, which vary much more smoothly
with the distance between the particles, form essentially uniform background and provide
stability of the fluid. The strength of repulsion is represented, for instance, by the high
negative power of r in the known 12-6 potential of Lennard-Jones

vy =a(2)" - (2)" o

r
where ¢ is the depth of potential well, and § is the collision diameter, which corresponds

to separation between the particles for which potential U(r) has a minimum. The natural
unit of time 7o associated with the potential (10) is*?

To = (%;;)‘/’ ; (11)

where m is the mass of an atom (ion) or a molecule, and the large numerical factor 48
emerges as product of 4 and 12, when U(r) given by (10) is differentiated. This factor de-
creases To and hence increases viscosity given by (9). The gas-kinetic estimates of kinematic
viscosity, performed without this factor, yield reasonable values for gaseous plasmas,*? but
would underestimate viscosity of a liquid by about an order of magnitude. The charac-
teristic energy ¢ is estimated below by temperature T, which appears to provide a correct
order of magnitude for most cases.

To assess the value of the parameter § in a conservative way, minimizing the risk of
underestimating it, let us assume

6= 26.‘, (12)

where a; = (3/4xn)'/2, as above, n being the number density of atoms or molecules in the
simple fluid. Substituting (11), (12) into (9), we obtain a very simple formula

‘ ] 1/2
u.—_M(i_) n°1/3=9,10-4 w/_z

2
Y - 3 AVS cm® /sec, (13)

where p is the density of the liquid, A is the atomic mass.

Indeed, Eq. (13) provides quite reasonable estimates for kinematic viscosity of simple
fluids. For liquid argon at T = 84 K (p =1.36 g/cm?, A = 39), estimate (13) yields 4-10~3
cm? /sec, whereas the measured value is 2- 10~3 cm?/sec. For liquid nitrogen at T = 63
K (p =0.87 g/cm®, A = 28) we have 4.3 and 4.4 - 10~3 cm?/sec, respectively. For liquid
sodium at T = 371 K (p =0.92 g/cm®, A = 23) - 10 and 7.6 - 10~3 cm?/sec. For water at
T=293K(p=1g/cm®, A=18)-9.5and 10103 cm?®/sec. For mercury at T = 293 K
(p =13.6 g/cm®, A= 201) - 3 and 1.2- 102 cm?/sec. For alcohol at T = 293 K (p =0.81
g/cm3, A= 46) - 1 and 2.2- 102 cm?/sec.

It should be stressed that applicability of the estimate (13) is limited to simple liquids
only. One can see that dependence of the right-hand side of (13) on both p and A is rather
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weak, implying that all simple liquids at the same temperature should have comparable
kinematic viscosities. This assumption is obviously not true when applied, say, to glycerine,
whose kinematic viscosity at room temperature exceeds that of water by almost 3 orders
of magnitude. For large, especially organic, molecules, both our estimates of l; and 7o
fail: these molecules represent long chains or other structures, whose spatial dimensions
are much larger than one can estimate from their known number density. In addition,
their interaction is not described by some simple pair potential like (10), because these
structures are capable by interacting by many different links simultaneously. Hence, the
effective values of lp could be much larger and those of 79 - much smaller than estimated
above, which would result in much larger viscosity.

However, at present there is no indication (and no apparent reason to believe) that
strongly coupled plasmas at moderate values of I' form large multi-ion structures like
organic molecules, and this possibility will not be discussed below. This type of collective
behavior will be partly addressed in the next Section, where we deal with frozen plasma
substance, viscosity being replaced by rigidity, a much stronger effect. For the moment,
we continue to work with the estimate (13).

It is interesting to compare (13) with the available theoretical results of calculation
of shear viscosity for strongly coupled plasmas, cited in.2® A dimensionless parameter
(reduced viscosity 7°) used in?? is defined as

v

= e (14)
where w, = [47n(Ze)?/m]*/?, v and a; meaning the same as above - kinematic viscosity
and mean ion radius, espectively. Substituting expression (13) into (14), we obtain the
following estimate for n*:

n" =8/T/2, (15)

Comparing (15) with the results cited in??, we see that (13) indeed represents an
estimate from above. Though various theoretical estimates for n* spread over a broad
range, and differ by factor exceeding 4 for some values of T, they all are considerably lower
than that given by (15). For I equal to 4, 10 and 20, ratio of the right-hand side of (15) to
the largest of these estimates (0.23, 0.102, and 0.097) equals 17, 25, and 12, respectively.

Now we can use (13) to estimate the range of wavelengths effectively stabilized by the
viscous mechanism under typical conditions of ablative acceleration. It is well known that
viscosity, unlike surface tension, does not suppress RT instability completely: rather, it
substantially decreases the growth rates for sufficiently short wavelengths, whose wavenum-
bers are of order of (or greater than) k = k,, = (gv?)!/3.1® The corresponding characteristic
wavelength A, is found from (13):

Am = 223/935/97r7/9 (T/mg)l/sn-z/s
T(eV) n -2/9
0. 1o
5 [A(g/IO“cm/sec2 ) ] (5 -1022cm-3 )

These are evidently too short wavelengths for effective stabilization of ablatively accel-
erated targets. In particular, substituting into (16) the characteristic values estimated for®

um. (16)
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(T=24eV,A=6,g=28.5-10"cm/sec?, n about 5-1022cm™2), we see that the viscous
stabilizing mechanism could be effective for wavelengths well below 1 um. Recall that (13)
(as compared to rigorous SCP calculations) overestimates kinematic viscosity by an order
of magnitude. To provide appreciable stabilization of perturbations with A = 50 um, the
kinematic viscosity should be larger at least by 3 orders of magnitude than estimated by
(13) - this is about the same difference as between viscosities of water and glycerine. One
can conclude that if the strongly coupled plasma were a simple fluid, the results of® are
impossible to explain by viscous stabilization.

To make the discussion complete, let us study now another possible method of using
viscosity for stabilization. We can consider an interface between relatively cold acceler-
ated plasma, where most of the mass is concentrated, and hot low-density plasma, whose
kinematic viscosity could be high. In other words, an interface can separate regions where
inertia and viscosity, respectively, dominate. One can try to find out whether this way of
distributing viscosity and inertia could stabilize the interface.

In the first paper where the influence of viscosity on the eigenmodes of an interface
between to incompressible fluid has been studied,?* it was correctly stated that decay of
wave motion at the interface between two fluids due to viscosity was much more pronounced
than in the case of a single fluid surface. The explanation is: “When there is a wave motion
at the interface between two non-viscous fluids, the tangential velocities at the interface
are different; in viscous motion, they must be the same. ... We have the result that, in
general, wave motion at the interface between two fluids dies away much more rapidly
than in the case of a single fluid.” Since then, no particular attention has been paid to the
influence of viscosity distribution between the two sides of the interface. The calculations
aimed at interpretation of experimental results were done mainly for the typical case of the
total viscosity acting in the heavy fluid, as in the case of glycerine-air interface (e.g., see?®).
In the classical monograph!® influence of viscosity on development of the RT instability
is studied assuming equal kinematic viscosities at both sides of the interface, vy = v, -
"one would not expect that any of the essential features of the problem would be obscured
by this simplifying assumption”!®. Though the latter statement is basically correct, it is
instructive to show how the distribution of kinematic viscosities over the two fluids affects
the overall stabilization.

To do this, we start with the exact dispersion relation, derived in 2¢ and reproduced
in '®. It would be convenient to use dimensionless variables. Let us express the growth
rate o as 02 = gku®, where u is a dimensionless eigenvalue (real values of u correspond
to unstable modes). Let the characteristic kinematic viscosity v be distributed as follows:
vy = (1 = s)v, v; = sv (the latter corresponds to heavy fluid), 0 < s < 1. Dimensionless
wavenumber expressed in units of (g/v?)!/3 is denoted by x. Then the dispersion equation
can be presented as

1
5 =~ Ala +6 -2+ Alg — @) +4#7(1- A7) —pe®? (1 - A= 23)[q1 — g2 + A1 + 02 = 2)]

k31~ A-28)* (1 = 1)(g2 = 1) =0, (17)

where |
S LR 1V S PR R

N [1+IC3/2(1'—S)] ’ ¢I2—(1+'€3/23 ’
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A = (p2 — p1)/(p2 + ;1) being the Atwood namber.

Instead of solving Eq. (17), it is convenient to obtain the dispersion curves in a
parametric form, which could be easily done without solving anything, in the same way as
done in'® for v; = vy. For this, we denote y = u/x%/%, and rewrite (17) as a system:

X3 = M(y)
M(y) + Na2(y) + Na(y)’

(18)
o=y« (19)
where
M(y) = Alg + @2 + Al — @),
M) =9 [+ 0+ Al — @ —24)],
Ny(y) = 2y(2s + A= 1)lgs — &2 + Al + ¢ — 2],
N3(y) = =2(2s + A— 1)*(q1 — 1)(g2 — 1);

1/2 2
y y
@ ( + @ = ( +s)

parameter y varies from 0 to co and the growth rate o in (19) is expressed in appropriate
units of (v/g?)/3.
Though it is quite easy to study the general case, the two following limiting cases are

particularly instructive. Let us first suppose s — 0 (all the viscosity is assigmed to a light
fluid). Then Eq. (18) is reduced to

A
3 _ )
y? +2(1-A)y+1-vy+1)
For long perturbation wavelengths (y >> 1) the second term in the denominator of

the right-hand side of Eq. (20) is small compared to the first one, hence x* ~ A/y?, and
substituting it into (19), we find:

K

(20)

o~ (Ax)'/? (21),

that is, the classical RT growth rate is reproduced asymptotically. In the opposite limiting
case of short wavelengths (y < 1) the second term dominates, and we obtain:

A o1

1-A °

o~

(22)

which means that the growth rate decreases as ! for large wavenumbers.

However, the asymptotic expression (22) is obviously invalid for A = 1. Returning
to (20) we find that in this case the second term vanishes identically, so that the right-
hand side of (21) (where A = 1) represents the growth rate (exactly, not approximately).

Consequently, in this particular case there is no viscous stabilization, though viscosity is
nonzero!
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Consider now the case of massless fluid 2 (A=1) without assuming s = 0. We obtain
instead of (20):
3 A

=y2+4s(y+s—.s\/y+1)'

Here again, for long wavelengths expression (21) (with A = 1) is reproduced, whereas for
short wavelengths

4

(23)

= 1 X1
T 25(2-s)

In general, this is similar to (22). However, (24) is invalid for s = 0. Returning to
(23), we conclude that this case corresponds to absence of stabilization, the classical RT
growth rate being the exact eigenvalue - in agreement with the above.

Therefore viscosity of infinitely light fluid does not contribute to stabilization: with
A =1, only viscosity of heavy fluid matters. Similarly, if only viscosity of the light fluid is
appreciable, its stabilizing effect vanishes in the limit A — 1. To make the latter statement
more precise, one can use Egs. (19)-(20) to calculate the wavelength A,... corresponding
to maximum growth rate. Assuming 1 — A & 1, we find that

o

(24)

Amaz = Am[V2(1 = A)PP3. (25)

For instance, with A = 0.9 we find that the wavelengths effectively stabilized by viscosity
are about 4 times shorter than predicted by the simple estimate, which is based on dimen-
sionality [namely: wavelengths shorter than or of order of A\, = 2x(1?/g)}/3)-and correct
almost always - except the limiting case discussed above. This is illustrated by Fig. 1,
where growth rates o are plotted for s = 0 (all the viscosity attributed to the light fluid)
as functions of dimensionless wavenumber k. The curves are marked by respective Atwood
numbers. With A close to unity, stabilization is accordingly less effective.

The above discussion indicates that viscous stabilization of ablatively accelerated tar-
gets in some sandwich configuration, with large viscosity of a relatively light layer, would
be much more difficult than one might have expected expect without this analysis, the
effective viscosity being diminished by factor of order of (1 — A)'/3.

4. Rigidity

In Section 1 a transition of a strongly coupled plasma into solid state has been men-
tioned. Here we are going to consider stabilizing effect which might be caused by rigidity
of some frozen layer of the accelerated plasma.

It should be stressed that freezing of a SCP with I below 20 seems extremely unlikely.
To show this, let us make the most simple estimate of the freezing temperature, based on
the known Lindemann melting criterion.?® The latter states that a crystalline solid melts
when average displacement of atoms (ions) due to thermal motion (r) exceeds a certain
fraction €, of the interatomic distance (for most metals, ¢; is about 0.2). Let us estimate

melting temperature of a crystalline SCP, using the Einstein’s oscillatory model to assess
the displacements:

1,, ., 3
Sk(r)? = 5T, (26)
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where k is the effective elastic coefficient, whose dimensionality is [energy/length squared].
For SCP, the latter should be therefore of order of

p= Z (27)

a;

Substituting (27) into (26), we can express Lindemann criterion as an * quality for
I’ (for lower values of I a solid phase cannot exist):

T>3/e (28)

With ¢, = 0.2 we find: ' > 75. This appears to be a very low estimate. Both theoretical
and experimental results available indicate that freezing occurs for I' well over 100. (For
instance, Wigner crystallization in 2-D systems of electrons is observed at I' = 135, see.!?
For a strongly coupled one-component plasma, first-order freezing transition is predicted
at I' = 178—180 ?"28). Though exact evaluation of freezing temperature very complicated
(liquid and solid energy curves are almost parallel near the transition point, a metastable
glass phase can emerge, etc.), freezing at I" about 20 appears to be unlikely. However, even
this slight chance should be accounted for in an appropriate way.

To do this, let us consider perturbations of an isothermal layer of ideal gas. The gas
occupies space between z = 0 and z = d in a constant gravitational field g directed toward
negative z and is supported from below by the pressure of a massless fluid, exhibiting
thereby a RT instability. The sound speed ¢, is constant due to uniformity of temperature.
We introduce a length scale H = 2c3/g and note that unperturbed profiles of both pressure
and density are exponential (Boltzmann’s equilibrium), with characteristic height Hp =
H/2v, v being the adiabatic exponent of the gas. (The limit of incompressible fluid
corresponds to ¢, H,7 — 00.) A dimensionless eigenvalue u is introduced in the same way
as above: 02 = gku?, o being the growth rate.

Performing a standard perturbation analysis [the exponential factor exp(ikz + ot) is
omitted below], we find vertical displacement ¢:

€ = C, exp(kk,2) + C, exp(kk,z2), (29)

where

1 A
2= (12 VEH + 202 kH +1) ,
kH

(in the limit of incompressible fluid x; = 1, k2 = —1), the constants C; and C; being

determined by the boundary conditions. Pressure perturbation in a fluid particle is given

by

=02 p*(d€/dz) + k¢
u+kH/2

ép (30)

where p(® is unperturbed density. We are interested in instability modes, with real g, so
that the denominator in the expression for ép is nonzero.
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We suppose the lower boundary (z = 0) to be free, that is, 6p(0) = 0. This boundary
condition allows one to present (29) in the form

€ = (u?ry + 1) exp(kr;z) — (u*xy, + 1) exp(kkyz), (31)

which contains no arbitrary constants (an arbitrary factor is inessential) except the eigen-
value u to be determined from the boundary condition at the upper boundary.
The most simple case is free upper boundary:

5p(d) = 0. (32)
Substituting (30), (31) into (32), we obtain:

(W + 1)kt Ra +1) =0, (33)

which is easily shown to be equivalent to u* =1, or

o=Vgk (33a)
o=—-Vgk (33b)

and _
o = +iV gk (33¢)

(the sonic solution u? = —kH/2, which is the same as g = +icok is discarded here, because
it makes denominator of the right-hand side of Eq. (30) vanish). Here the exponentially
growing solution (33a) represents the global RT mode. Both it and the exponentially
decaying mode (33b) correspond to perturbations, exponentially decreasing with increased
distance from the lower surface. There are also two oscillatory solutions (33c), which
represent surface (Rayleigh) waves localized near the upper boundary of the fluid, the
corresponding eigenfunctions exponentially decreasing with increased distance from it.

The case of upper boundary represented by a rigid ceiling corresponds to the boundary
condition

&(d) =0. (34)
Substituting (31) into (34), we obtain the dispersion relation in the form
2
prry+1 2 e 2
lnu2n2+1-H\/kH +2u?kH +1. (35)

Equation (35) is easily solved in the limit of incompressible fluid (x;2 = %1, the
right-hand side of (35) equal to 2kd): u? = tanh(kd). Thus for the exponentially growing
solution the growth rate is given by

o = [gk tanh(kd)]'/2. (36)

For short waves (kd > 1, tanh(kd) ~ 1) expression (33a) is reproduced, as it should
be: the corresponding eigenfunctions decay at short distance (of order of 1/k) from the
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unstable boundary and do not “fee]” the presence of the ceiling. For long waves (kd <«
1, tanh(kd) ~ kd) there is some stabilizing effect:

o~kV/ ;J, (37)

the growth rate is proportional to k, not to k!/2 that is, the smaller k, the more pronounced
is the stabilizing effect. Essentially the same result is found for finite v, without the
simplifying assumption of incompressibility: ¢ is proportional to k for small k, whereas for
large k it is given by (33a).

Let us suppose now that the fluid is bounded from above by a layer of solid material.
The latter cannot be regarded as absolutely rigid (no material is rigid in a gravitational
field of order of 10'* cm/sec?). Rather, it should be considered elastic, and the fluid
equations should be solved simultaneously with the equation of motion of the layer (elastic
plate) on the top. The latter can be written in the form?

2
h%—iz£ + DA%¢ = 6p, (38)
where p,, is the density of the plate, k is its thickness, A is the Laplace operator, ép [see
(30)] is taken for z = d,
ER3

b= 12(1 — o2) (39)

is the so-called flexural rigidity or cylindrical rigidity of the plate, E being the Young's
modulus, and o, - the Poisson’s ratio of the plate material.

After some algebra, we obtain the dispersion relation in the form slmlla.r to (35):

Jm +1)B; 2
(262 +1)By

\/ k2H? + 2u%kH + 1. (40)

Here
Bia = v(p¥ k12 + 1) + [ + (k1)°)(u® + kH/2),

and

1/3
mi( B )
12(1 — 0p)pm gk

We see that in the limit of infinitely high rigidity of the plate l = o0 B,/B; — 1,
and Eq. (40) is reduced to (35), as it should be.

To study the effect of finite rigidity, we again suppose the fluid to be incompressible.
This allows us to present (40) as a quadratic equation:

u![a + tanh(kd)] + p*a[B - tanh(kd)] — (af + 1) tanh(kd) = 0, (41)

where
a = (pm/p'?)kR, B = (I,
and the value of unperturbed density p(© is taken at z = d.
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Note that the terms containing a and 8 represent different kinds of influence of the top
plate on the dispersion relation. The term a accounts for additional inertia due to loading
the top of the fluid with some material which is not a fluid. The term f is proportional to
D and represents rigidity. We see that due to high power of k£ [which stems from the A?
term in the equation of motion (38)] A is negligible in the long-wavelength limit, no matter
how large the cylindrical rigidity is, and therefore, rigidity does not effectively contribute
to stabilization. Solving (41) in the limit k — 0, we find the growth rate

o =V Ay gk, (42)
where the effective Atwood number
1
= ) 43
Aett = T3 Gomk7d) (43)

Therefore, the stabiling effect of rigidity is reducing the growth rate by a numerical
factor of order unity (namely, by square root of the effective Atwood number (43)). To
make this effect large (and A.ss accordingly small), most of the target mass should be
frozen, which is hardly possible.

On the other hand, in the short-wavelength limit (large B) the classical RT growth
rate (33a) is asymptotically approached, and though stabilization by elastic plate on top
in this limit is almost as effective as stabilization by rigid ceiling, the latter is not effective
at all, see above.

To plot the dispersion curves, we must estimate I. The Young’s modulus (whose
dimensionality is energy/volume) would be correctly estimated by density of binding energy
(e.g., for most metals binding energy per ion is about 10 eV, and number density of ions
- about 5 - 10?2 cm™3, the product of the two numbers, 0.8 Mbar, being indeed close to
their Young’s moduli), that is, by n times the right-hand side of Eq. (4)

(Ze)?

a;

E=n

= I'nT. (44)

Recall that the Poisson’s ratio o, for most materials is below 0.3, so that the denomi-
nator of (39) is at least about 8. The energy density given by (44) is not likely to be more
than one order of magnitude higher than the pressure p,, gh at the interface between the
plate and the fluid. Therefore, A would be a reasonable estimate for I, rather an estimate
from above. Substituting k instead of I into the definition of 8, we can solve Eq. (41) and
plot the dispersion curves.

The curves are presented in Fig. 2. Here the growth rate o expressed in units of v/ g/d,
is plotted versus x = kd. Curve 1 corresponds to (33a) (no stabilization), curve 4 - to (36)
(rigid ceiling). The curves 2 and 3 are piotted for A = d, and the ratio p,, h/p(® d equal to
1 and 2, respectively. Though these parameters appear to be quite generous (more than
a half of the target mass is supposed to be frozen), stabilization - that is, the difference
between curve 1 and curves 2, 3, - is not particularly impressive. This is, of course, due
to the fact mentioned above: for low &, the dispersion curves 2 and 3 behave like curve 1,
and not like curve 4, whereas for large k all of them behave similarly.
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Consequently, even if partial freezing of the ablatively accelerated plasma is supposed
(which is itself very questionable), there is no reason to believe it would be effective for
suppressing the RT instability of the target.

5. Compressibility and thermal conductivity

Modification of the equation-of-state and of plasma thermal conductivity (the reason
why the two are combined is explained below) is not likely to produce any appreciable
stabilizing effect. Basically, there are two reasons for this. First, both effects are relatively
small. Second, they appear to have a wrong sign.

It is known (mainly from astrophysical works like*) that in a linear stability problem
formulated for planar geometry parallel heat conductivity could be accounted for in the
perturbati 1 equations derived for ideal fluid, with renormalized adiabatic exponent v:

Pe+1/y
L by e (45)
where the parameter Pe (Peclet number) is defined as
Pe = a/k2XTa (46)

x1 being the temperature conductivity. The parameter Pe depends on plasma density
and temperature, and is therefore a function of o and 2. Note that when 4.4/(z;0) is
substituted into the perturbation equations, the corresponding boundary-value problem is
no longer self-adjoint. Now 7 enters the equations together with 42, so that the eigenvalue
v must be complex (together with Pe and 7.rs). However, in the limit of very high
parallel thermal conductivity Pe — 0 we have: v.sy — 1. This is a real value, so that one
may conclude that the influence of parallel heat conductivity, whenever it is large, is in
effectively increasing compressibility of the fluid by decreasing ~.

It has been snown in®, that the instability growth rate o increases with decreasing
5. A rigorous foundation of this result is found in32, where the inequality do/8y < 0 is
derived from the energy principle under quite general assumptions. A simple qualitative
explanation is given in%!, where the RT instability is compared to the instability of an
inverted pendulum. If the pendulum is rigid, then all its parts move at the same an-
gular velocity. However, if it consists of parts capable of falling separately, like a brick
smokestack, then it is faster destroyed by a small perturbation. Note that this analogy is
adequate only when the global RT mode cannot develop - otherwise, it is the rigid pen-
dulum that falls faster. The increase in growth rate is limited anyway. For the problem
considered above (isothermal plasma in the upper half-space supported from below by the
pressure of a massless fluid) the increase of growth rate due to decrease of v from oo to 1
is about 25%, see?3.

The starting point of the above discussion was the effective increase in compressibility
due to parallel thermal conductivity. All of this is equally applicable to modification of
the equation of state due to the SCP effects. The attraction between electrons and ions
tends to decrease pressure at the given temperature, and hence, increase compressibility,
which could slightly increase the instability growth rates. However, we have seen that
even opposite sign of the SCP effects, making the accelerated fluid incompressible, would
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not help much. Therefore no more details are needed to conclude that any possible SCP-
related modification of plasma compressibility and thermal conductivity would not provide
a stabilizing effect, simply because both compressibility and heat conductivity have little
effect on the growth rates of dominating eigenmodes.

6. Interpretation of the ’87 experiment

In the experiment® no growth rate for the ablative RT instability was experimentally
observed at 50-um perturbation wavelength, though 100- and 150-um RT modes grew at
predicted rates. These results have been surprising for many people involved in laser fusion
research, and remain largely unexplained since '87.

In my opinion, experimental results of®, accurate as they are, do not represent con-
clusive, unambiguous evidence for the lack of growth of the 50-um mode. The conclusion
is largely a matter of interpretation. Recall that the experimental and numerical work®
addressed several important issues at once, studying the dependence of the growth rates
on the wavelength, laser irradiance profile [either smoothed or not by the induced spatial
incoherence (ISI) method], and position of the grooves on the front or rear side of the
target. However, the experimental data is limited both in amount and, which is even more
important, in observation time compared to the e-folding time of the RT instability. Due
to all of this, interpretation of the experimental data is far from being straightforward.

The two following points appear to be particularly important.

First, the observed lateral redistribution of mass over the target surface is not nec-
essarily a trademark of the RT instability. Under the experimental conditions of®, the
redistribution should take place without any instability, being caused only by the shape of
the target. T

Second, if the observation time does not exceed many (not just 2-3) e-folding times of
the dominating instability mode, then the inherent uncertainty of the estimate of a growth
rate is very large.

Let us elaborate starting with the first point. Consider acceleration of a target with
grooves on its front side (Fig. 3). Suppose we are able to eliminate instability of the
laser-irradiated surface by introducing an (imaginary) thin foil F, which transmits applied
pressure but suppresses instability. (The same could be done with a glass filled by water,
covered by a sheet of paper and then turned upside down). Note that light and heavy (that
is, thin and thick) parts of the target would still have different velocities and accelerations,
since they are driven by essentially the same ablative pressure p. The light parts are
accelerated faster, rising above the heavy ones in the effective gravitational field g. The
accelerated material (which at this stage could be regarded as something quite close to
an incompressible fluid) would flow in the lateral direction (v vectors), trying to arrange
the fluid level at an equipotential surface, as it should be in equilibrium in a gravitational
field. This means loss of mass per unit area in the light parts of the target, and gain in
the heavy side. Thus development of an instability is simulated, though no real instability
is present.

Consider now acceleration of a target with grooves on its rear side (Fig. 4). Now the
upper fluid level in the heavy parts is higher than that in the light parts, initially by the
depth of the grooves Ah. This creates a lateral flow from the heavy parts to the light ones.
However, the light parts move faster, rising the upper fluid level accordingly. Acceleration
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g is inversely proportional to initial thickness, hence

A(gt?/2)  Ag _ Ak
T gk (#)

where h is the average thickness of the target, g is average acceleration. The time required
for the light parts to catch up the upper level of the heavy ones is found from A( gt?[2) =
Ah, which implies g3 /2 = h [see (45)], or

t=V2h/g. (46)

On the other hand, the lateral fluid flow trying to establish its equilibrium upper level
is carried by gravitational waves in a “shallow water”, whose wavelength A is much greater
than the effective depth A, and velocity is3*

v =V gk. (47)

[this is the same as Eq. (37) with inverted sign of g]. '

The width of the heavy part of the square-wave pattern is A\/2. Mass flows out from
both sides of it, so that lateral mass redistribution is expected to complete during the time
interval (46), if

vi> A/4, (48)
or .
A < 4V2h. (49)

Substituting here h = 10 pm 2, we find: A\ < 56 um. Thus the observed lack of growth
of the 50-ym mode (with 100- and 150-um modes growing all right) may be not much of
a surprise.

In the real experiment® there was no foil F stabilizing the front surface. And here
we come to the second point mentioned above. Indeed, we observe (when we do) a per-
turbation growth. How can we know that this is a growth of a given particular mode?
This question is easily answered only for some numerical works, when an unperturbed
state is time-independent, so that if one perturbs the system and can wait long enough,
he can reasonably expect to single out the exponentially growing dominating mode. With
dynamic, time-dependent unperturbed states, everything is much more complicated. For
instance, the unstable modes may form a continuous spectrum, without any particular
mode dominating®. A general method which allows one to find the fastest-growing mode
numerically’® requires enormous amount of calculations even for unperturbed states repre-
sented by exact analytic formulae. With a more or less arbitrary initial perturbation, the
dominating mode remains for a while camouflaged by all sorts of other, stable and unstable
modes, and it is often impossible to trace it in the numerical solution of an initial-value
problem. This is why specially prepared initial conditions (“quiet start”, etc.) are used in
most numerical studies of the RT instability to control the development of the dominant
mode from the very start.
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The paper® presents no details of the numerical calculations done with the FAST2D
code to inquire into this matter further. However, the initial state of the target (square-
wave pattern) is well known. With the grooves on the rear side (all the experiments with
50-pm mode have been done in this geometry), most of the initial perturbation is localized
near the stable upper surface, and therefore contributes mainly to the stable (oscillatory)
eigenmodes (33c), and only partly - to the unstable one (33a), see Fig. 5. The running
waves (33c) tend to spread perturbation over the whole rear surface. The phase velocity
corresponding to the surface waves (33c) is

v=Vg/k, (50)

where k = 2z /). Substituting (50) into (48), we obtain: there is enough time for effective
spreading of the perturbation over the whole surface, if

16
A< ?h, (51)

which is, of course, almost the same as (49) (for A = 10 um we find: A < 50 pum, as it
should be). The only difference is that (49) corresponds to rigid bottom F, and (51) - to
the case when the bottom is replaced by a RT unstable free surface, but only the oscillating
(stable) eigenmodes are excited initially.

Some of the effects discussed here should have been found in numerical simulation of®.
Though the discussion of numerical results in® is very brief and certainly not sufficient to
make conclusions here, this seems to be the case. For instance, the code does not make
difference whether the initial perturbations are on the front or the back for 100-um mode,
whereas for the 50-um mode the perturbation growth is delayed with the grooves on the
rear side. Consequently, Fig. 2 of®, where observed growth for A = 100 um, grooves on
the front side (upper) is compared to no growth for A = 50 um, grooves on the rear side
(lower) hardly represents equal growth opportunities for the two wavelengths: the 50-um
mode has been given no chance to develop in the optimal configuration of our Fig. 3.

The above considerations do not aim at providing a comprehensive interpretation of
the experimental results given in®. All this has been presented only in order to demonstrate
that seemingly surprising lack of growth of the 50-um mode in® could be accounted for
within quite conventional concepts. To make everything absolutely clear, to answer all the
questions, a good deal of experimental, theoretical and numerical efforts is still required.

7. Conclusion

It has been demonstraied that the strongly coupled plasma effects are insufficient for
suppressing ablative RT instability under the typical conditions, which range from the
'87 NRL experiment® to the planned NIKE experiments. It has been shown also that
no unusual effects (including the SCP effects) may be really needed to account for the
seemingly surprising experimental results of®, though both new experimental studies and
careful analysis are needed to achieve a full understanding.

The aforesaid does not mean that I doubt if further research on the SCP phenomena
is really necessary in the context of laser fusion program. Actually, quite the opposite is
true. This study has convinced me that the SCP-related effects are the least known in the
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field of plasma physics relevant to laser fusion. Consequently, the uncertainty due to poor
knowledge of the SCP effects is likely to determine the overall accuracy of many numerical
results. One can hardly expect to increase accuracy by refining the hydrodynamic, atomic
and optical components of the codes, as long as some of the basic plasma parameters might
be known only to a factor of order unity. If the NIKE program aims at quantitative study
and detailed understanding, the SCP research should definitely be a part of it.

However, varying any of the plasma parameters within one order of magnitude, being
enough to make noticeable changes of the flow profiles, opacity, hydrodynamic efficiency
of acceleration, etc., is not sufficient to suppress the RT instability. In my opinion, the
latter is possible only with the aid of the so-called hydrodynamic mechanisms which affect
the only parameter relevant for the RT - that is, the acceleration g. But discussion of this
issue is certainly beyond the scope of the present report.
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Megavoit, multikiloamp X, band gyrotron oscillator experiment
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A K,-band gyrotron oscillator experiment using a 1-1.35 MeV, multikiloampere beam from a

" pulse line accelerator has produced approximately 250 MW at 35 GHz in a circular TE,, mode
with a peak efficiency exceeding 10%. Time-dependent simulation studies have been used to
predict the behavior of a high-peak-power, short-pulse gyrotron in this parameter range. The
simulations demonstrate the occurrence of such phenomena as hard excitation of the gyrotron
as a result of the time dependence of the voltage pulse. The experimental results are in

reasonable agreement with the predictions of theory.

L. INTRODUCTION

Gyrotron oscillators have proved to be efficient sources
of very high-power radiation in the microwave and milli-
meter-wave regimes. Conventional gyrotrons use ther-
mionic cathodes, with typical operating currents of S50 A
at voltages of < 100 keV, and have demonstrated hundreds
of kilowatts of average power at efficiencies approaching
50%. However, some future applications of millimeter-wave
radiation, such as radars and high-energy linear electron
(and positron ) accelerators, may require substantially high-
er-peak power levels than have been produced using conven-
tional thermionic microwave tube technologies. The pursuit
of higher microwave powers inevitably requires the applica-
tion of higher beam powers, implying operation at higher
currents and/or voitages. Gyrotron scaling to high-current,
high-voltage operation is relatively favorable,' and a number
of high-voltage ( > 250kV) gyrotron experiments have been
reported in recent years that take advantage of the substan-
tially higher currents and voltages available for short pulses
(typically, < 100 nsec) from pulse line accelerators driving
plasma-induced field emission cathodes. Among these are a
set of experiments from the Lebedev Physics Institute of the
Soviet Union that demonstrated 23 MW at 40 GHz in a
linearly polarized (i.e., nonrotating) TE,, mode with 5%
efficiency, using a 350 keV electron beam.? Studies of gyro-
trons driven by pulse line accelerators or Marx generators
have also been carried out at the University of Michigan®
and at the University of Strathclyde in the United King-
dom.*

In 1984, a program was initiated at the Naval Research
Laboratory to investigate very high-power gyrotron oscilla-
tors driven by intense relativistic electron beams. These ex-
periments were designed to operate in X, band, with the
principal interest at 35 GHz. Prior to the present work, these
experiments were carried out on a compact Febetron puiser
capable of producing a 600kV, 6 kA, 55 nsec pulse intoa 100
) matched load.

* Also at Electrical and Computer Engineering Department, George Ma-
son University, Fairfax, Virginia 22021.

%' Science Applications International Corporation, McLean, Virginia
22102.

' JAYCOR, Inc., Vienna, Virginia 22180.

9 Electrical Engineering Department, University of Maryland, College
Park, Maryland 20742.
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A key requirement for intense beam gyrotrons, unlike
most other high-power microwave devices driven by intense
relativistic electron beams, is to produce an electron beam
with a large amount of momentum transverse to the applied
axial magnetic field. The progress of this series of experi-
ments has been marked by an evolution in the means by
which this is accomplished. The earliest series of expeni-
ments produced the required beam a, where a is the ratio of
transverse to parallel momentum, by emitting electrons
across magnetic field lines at the cathode to produce some
initial nonzero value of @ and then adiabatically compress-
ing the beam into the gyrotron cavity to increase a while
positioning the beam to couple to the desired waveguide
mode. These experiments operated at approximately 350kV
and 800 A, and produced 20 MW of output power at 35 GHz
with 8% efficiency in a “whispering-gallery” TE,, mode.’

When this approach was found to lack flexibility, a new
approach was implemented, in which the diode was designed
to emit primarily along the direction of the axial magnetic
field, i.c., to produce a low initial beam a, and the a was then
sharply increased by transit through a localized nonadiaba-
tic dip in the axial field, produced by 2 “pump’” magnet,
before being adiabatically compressed into the gyrotron cav-
ity. This allowed the use of a very simple diode geometry,
and the pump magnet provided a separate experimental con-
trol for beam a that greatly increased the experimental flexi-
bility.

For this second series of experiments, the Febetron
pulser was operated at its full rated charge voltage and mis-
matched upward at the diode to produce voltages of up to
900 kV. Because of the high impedance of the pulser, it was
impossible to employ relatively low impedance diodes, such
as diodes with beam-scraper anodes, without substantially
reducing the operating voltages. The experiments were
therefore carried out in a foil-less geometry employing a
magnetic-field-immersed, cylindrical graphite cathode with
a sharpened edge, in which the cylindrical vacuum vessel
served as the anode. In this geometry, the diode produces a
beam current determined by the space-charge limited flow of
the annular beam within the cylindrical vacuum enclosure in
the vicinity of the cathode. In general, this was more current
than couid be effectively employed in the experiment. In
addition, because of emission from the sharpened edge of the
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cathode, the beam possesses a relatively large spread in pitch
angle.

Single-particle simulations demonstrate that the pump
magnet has the effect of greatly magnifying any initial spread
in electron velocity pitch angle. Fortunately, gyrotron oscil-
lators are not very sensitive to such spreads. However, a
large electron beam pitch angle spread limits the aversge
beam a; as the strength of the pump magnet is increased, the
highest a portion of the resulting particle distribution func-
tion will be reflected during the subsequent adiabatic com-
pression phase. The use of a “pump’ magnet to increase the
average beam a to a level sufficient to drive the gyrotron
interaction invariable resulted in the loss of a sizable fraction
of the beam current. Optimum high-power operation gener-
ally occurred with pump strengths resulting in the loss of
haif or more of the total beam current between the diode and
the gyrotron cavity. Current loss occurred as a result of elec-
tron mirroring during the adiabatic compression stage, due
in part to the effects of beam space charge on the electron
beam kinetic energy, and in part to the effects of pitch-angle
spread in the beam. It was not clear precisely where the re-
flexing electrons were collected, or whether they caused a
space-charge buildup that affected the performance of the
diode.

The second series of experiments was carried out in both
whispering-gallery TE,,; modes and linearly polarized TE,,,
modes.%” Results included a peak power of 100 MW at 35
GHz at 8% efficiency in a rotating TE,, mode and a peak
power of 35 MW at 35 GHz in a “linearly polarized” (i.c.,
nonrotating) TE,, mode through use of a slotted gyrotron
cavity. The gyrotron signal frequency could be step tuned
over the range 28-49 GHz in a sequence of TE,,; modes by
variation of the axial magnetic field. Results were in general
agreement with the predictions of steady-state gyrotron the-
ory, with theoretical values of power and efficiency typically
being larger than experimental values by about a factor of 2.
However, due to the nonideal voltage waveform provided by
the Febetron pulser, the typical microwave pulse length was
only 15 nsec.

In order to extend these experiments to higher power
and longer pulse, as well as to gain some flexibility in the
diode design in order to produce 2 better quality electron
beam, these experiments were moved to the VEBA pulse line
accelerator,® which can operate at voltages exceeding 1.5
MYV and has a 20 2 output impedance and a 55 nsec full
width at half-maximum (FWHM) pulse, of which approxi-
mately 40 nsec is relatively flat ( + 3%—-5%). These new
experiments initially employed a very similar experimental
setup to that utilized previously in the Febetron experi-
ments, except that the Q = 250, TE, cavity of the 100 MW
experiments was replaced by a slightly shorter cavity with a
cold-cavity Q of 180. However, the best results have been
achieved by replacing the foil-less diode geometry with a
beam scraper diode. In these experiments, the peak output
power has been increased to approximately 275 MW at 35
GHzin a TE,, mode, a factor of 3 increase over that reported
from the previous work. The peak efficiency was increased to
~14%, a 50% increase over that reported previously. In
addition, as a result of the improved voltage waveform, the
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microwave emission has occurred during a 40 nsec interval
of approximately constant current and voltage, rather than
being a transient effect at a time of rapidly varying current
and voitage, as was the case with the Febetron pulser, thus
permitting a better comparison with thep ictions of theo-
ry.

Il. EXPERIMENTAL SETUP

The 1.5 MeV VEBA pulse line ac  -ator with 20 02
output impedance and 55 nsec voltag. ilse was used to
generate a multikiloampere annularele - on beam by explo-
sive plasma formation from a graphit- athode immersed in
a uniform axial magnetic field provic. i by the main solenoi-
dal magnet. Figure 1 illustrates the experimental geometry.
A bollow ringlike cathode is placed from 1-2.2 cm from a
graphite anode plate with an annulus cut into it to match the
cathode ring. The annulus is interrupted in two places by
radial graphite struts, in order to support the central region
of the anode plate. The mean diameter of the annulus was
3.34 cm, and its radial extent was 1.5 mm. Emission takes
place from the rounded edge of a hollow cathode, and a small
fraction of the total current is extracted from the diode
through an annular siot in the graphite anode. The anode
functions in part as an emittance filter, since it scrapes off the
inner and outer edges of the annular electron beam produced
by the cathode, and in part as a control grid, since changes in
the cathode-anode gap are a reliable means to control the
beam current, which is space-charge limited. Typically, 25-
35 kA of cathode current is produced, with roughly 90%

The initial transverse momentum is expected to be low,
because the emission is predominantly along the direction of
the applied magnetic field. Downstream, the transverse mo-
mentum is induced by transit through a localized depression
in the axial field, which is produced by the “pump” magnet.
The operation of the pump magnet is described in more de-

»
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FIG. 1. Scale drawing of the high-voitage gyrotron, showing the diode re-
gion, the inner wall of the experiment, and the gyrotron cavity, and indicat-
ing the location of the various magnetic field coils. A calculated single-parti-
cle electron trajectory through the magnetic field profile is superimposed on
the experimental geometry, and the magnetic field profile and beam a a3 a
function of z are shown below.
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tail in Ref. 6. Finally. the beam is adiabatically compressed
to its final radius by the cavity solenoid. The overall magnet-
ic field profile through the experiment, a calculated single-
particle electron trajectory, and the calculated a as a func-
tion of axial position z along that trajectory are shown in Fig.
1. The electron trajectory, which is shown superimposed on
the scale drawing of the experiment, is calculated for a single
electron emitted in the axial direction at the cathode tip in
the realistic fields produced by the experimental coil config-
uration. For this calculation, the current through the pump
magnet was selected to produce a final a of 1 at the gyrotron
cavity. A Rogowski coil positioned between the pump mag-
net and the gyrotron cavity measures the net current into the
gyrotron. The current loss from the diode to the cavity, as
measured by the Rogowski coil, is reduced to approximately
10%-15% under typical conditions of gyrotron operation,
unlike the loss of 50% or more of the beam that was observed
with foil-less diode geometries. This is an indication that the
beam quality has been improved by the new diode geometry.
This small fraction of reflected electrons is most likely to be
collected on the downstream side of the anode scraper plate,
thereby preventing a buildup of space charge anywhere in
the system.

In order to achieve separate adjustment of the electron
transverse momerium, the magnetic compression ratio, and
the final magnetic field in the gyrotron cavity, each of the
three magnets (i.c., the pump magnet, the cavity solenoid,
and the main magnet) is powered by a scparate capacitor
bank discharge. By a proper selection of pump magnet
strength and compression ratio, the beam diameter can be
adjusted to couple to the desired TE,, mode in the cavity
while the electron velocity pitch ratio a is increased to a
value near unity. The cavity itself is cylindrically symmetric
with a diameter of 3.2 cm and has a calculated cold-cavity O
of 180 for the TE,, mode. Beyond the cavity there is a §*
output taper transition to a 120 cm long drift tube with diam-
eter of 14 cm. Finally, a 1 m long ou’ ."it horn is terminated
with a 32 cm diam output window.

The microwave measurement system consists of two
separate detection channels, each composed of calibrated
“in-band” WR-28 components, including filters, attenua-
tors, and directional couplers, and beginning with 2 small
microwave aperture antenna positioned within 1 cm of the
output window. One aperture is maintained at a fixed posi-
tion on the output window, while the second is scanned. A
bandpass filter limits the detected signal to a narrow fre-
quency band (1.6 GHz FWHM) centered at 35 GHz. These
diagnostics as well as the overall experimental setup are de-
scribed in greater detail in Ref. 6. The changes affecting the
present work are in the diode region, the cavity Q, and the
currents, voltages, and magnetic fields employed in the ex-

periment.

Il EXPERIMENTAL RESULTS AND DISCUSSION

The waveforms for the diode voltage, diode current,
ca .1y current, and 35 GHz microwave pulses for a “‘typical”
discharge are shown in Fig. 2. The improved voltage wave-
form and beam quality, compared to that described in Ref. 6,
have generally permitted high-power microwave puises with
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GYROTRON CURRENT
{~ 1000 A/éiv)

MICROWAVE SIGNAL
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20 neec / div

FIG. 2. Measured experimental waveforms as s function of time.

a duration of up to 40 nsec, nearly matching the duration of
the flat portion of the high-voitage puise applied to the diode.
However, the microwave puise is subject to large discharge-
to-discharge variation in amplitude and pulse shape. A set of
measurements were conducted as a function of beam energy,
magnetic field, magnetic compression ratio, and pump field
amplitude, in order to find the optimum operating param-
eters.

Figure 3 shows a scan of the output mode of the device
as a function of radius in both |E, |* and | E, | with a cavity
magnetic field of B, = 32kG, a current of 2.5 kA, and a peak
diode voltage of 1.2 MV. The estimated experimental uncer-
taintiesare + 1.5 kG on the magnetic field, + 0.1 kA onthe
instantaneous current measured by the Rogowski coil, and
+ 0.1 MV on the diode voltage, including the effect of vol-
tage ripple during the voltage fiat top. (The net current will
be lower if current interception takes place between the Ro-
gowski coil and the gyrotron cavity. Fluorescent screen data
taken subsequent to the microwave measurements suggest
that up to 20% of the current may have been intercepted
under these experimental conditions.) For an average beam
a of 1, the peak beam kinetic energy should be corrected
downward by approximately 50 keV because of space-
charge depression.

The normalized beam radius (i.e., the ratio of the beam
guiding center radius 7, to the cavity wall radius 7, ) for this
scan was approximately 0.725. However, there was some
spread in the electron guiding centers due to beam thickness
(reflecting the 1.5 mm width of the anode annulus) and fi-
nite decentering of the beam in the gyrotron cavity. This
radius is close to optimum for coupling to the circularly po-
larized TE,, mode counter-rotating to the sense of electron
gyration in the axial magnetic field. However, in the vicinity
of 35 GHz, the beam will also couple to the TE,,, and TE,,
modes, and more weakly to the TM,; and TM,,, modes. The
general shape of the measured profile in Fig. 3 fits reasonably
well to the TE,; mode for both the radial and azimuthal
polarizations of the rf electric field, and is similar to that of
Ref. 6. The peaks at small values of the radii may be due to
parasitic excitation of the TM,, mode. Mode purity at the
output window may also be reduced by mode conversion in
the 5° output taper and horn. For instance, mode conversion
to the TE,, mode might explain the higher than expected
peak in |E, |? near the wall.

For the data of Fig. 3, the measured mode pattern can be
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FIG. 3. Scan of output power versus radius, in both radial and azimuthal
polarizations, across the output window.

used to calculate the total gyrotron power by integrating
over the output window, and correcting for the measured
losses in the detection system. This procedure has been de-
scribed in detail elsewhere.® The power estimate, which is
based on the average of several discharges per position in the
scan, is 160 MW. Following the radial scan, further data was
taken with the pickup at a fixed radial position at the maxi-
mum of the mode pattern shown in Fig. 3. By assuming that
the ratio of the power at this location in the mode to the total
integrated power across the mode remains constant, we find
a single-discharge peak output power of 275 MW, with 250
MW being measured on several occasions. The single-dis-
charge efficiencies, based on the Rogowski coil measure-
ments of beam current, varied from 9% to 14%. Based on
error bars in the averaging process and in the calibration of
the various multiplicative factors, the overall uncertainty of
the power values is estimated to be less than 3 dB.

Figure 4 shows starting current and output isopower
curves for the gyrotron interaction with the counter-rotating
TE,, mode, calculated from a steady-state model® for
B, = 32 kG. To simplify the model, the beam current is as-
sumed to scale as ¥ '* with a maximum value of 2.5 kA at
1.15 MV. (Based on a numerical solution to the equations
presented by Miller,'” the relativistically correct current
scaling for an infinite planar cathode-anode gap varies from
V'3 at low voltage to ¥ '* at the peak voltage of 1.15 MV.)

1200

1000

1100
BEAM YOLTASE &iV)
FIG. 4. Gyrotron starting current and isopower curves for the counter-ro-
tating TE,, mode as a function of beam voitage, assuming r,/r, = 0.725,
By = 32 kG, and that the beam a is proportionsl to ¥, witha = | at 1.15

MeV. A beam line is included, with the curvent assumed to scale as V'3,
with a maximum value /= 2.5 kA at 1.15 MeV.
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Based on single-particle simulations of the effect of the pump
magnet, followed by adiabatic compression on the beam
clectrons, the beam a is assumed to scale linearly with V,
with a maximum value of a = | at 1.15 MV. The starting
current and isopower curves are calculated assuming a half-
sinusoidal rf-field profile along the cavity axis with a length
of 3.5 cm and a hollow beam with a radius, normalized to the
cavity wall radius, of 0.725. The dotted line models the be-
havior of the electron beam current during the rise of the
voltage waveform. The effect of increasing voltage on the
coupling to this mode may be inferred from this figure. As
the voltage (and current) rise to their fiat-top values, the
interactions will begin at the left of the figure, where the
beam line crosses the threshold current line labeled /., , and
then progressively tune to higher powers as the voitage and
current continue to rise. The line ends at 2.5 kA and 1.15
MeV, and corresponds to predicted operation outside of the
starting current curve, i.e., in the “hard excitation™ regime,
with a peak power of approximately 400 MW. Aside from
the peak power predictions, which exceed the experimental
value by approximately a factor of 2, this simulation is in
reasonable agreement with the experimental observations.
Furthermore, small changes in the assumed scaling relation-
ships will not change these basic results. It is interesting to
note that conventional low-voltage ( < 100 kV), long pulse
thermionic gyrotrons have been observed to drop below
theoretical powers and efficiencies by comparable factors at
high currents. (See, for example, Kreischer et al.’*)

In order to better understand the time-dependent nature
of the gyrotron operation, as illustrated in Fig. 2, we have
carried out a set of slow-time-scale single-mode time-depen-
dent simulations of gyrotron operation for the approximate
experimental conditions corresponding to the measure.
ments shown in Fig. 3. Figure 5 shows a series of time-depen-
dent simulations of the gyrotron operation,’? employing a

OUTPUT POWER (W)
BEAM VOLTAGE V)

107

¢ nsee)
FIG. $. Single-mode slow-time-scale time-dependent simulations of gyro-
tron operation in the counter-rotating TE,, mode for a simulated VEBA
voltage waveform, sssuming 7, /7, = 0.725, a« V'witha = ] st 1.15 MeV,
and J« V'? with I = 2.5 kA at 1.15 MeV. Runs with four values of B, are
shown: (a) 31 kG, (b) 32 kG, (¢) 33 kG, and (d) 34 kG.
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simulated VEBA voltage waveform that models the leading
edge of the puise, the duration of the approximately fiat pos-
tion of the voltage waveform, and a “typical” short-duration
voltage “spike” during the “flat top.” These simulations em-
ploy the same sinusoidal rf-field profile used for the steady-
state simulations, and assume the same dependence of cur-
rent and beam a on voltage. For the four runs shown, only
the magnetic field was varied. At the lowest magnetic field,
B, =31 kG [Fig. 5(a) ], the microwave signal occurs only
during the rise and fall of the voltage waveform, and there is
no interaction at the voltage flat top. The next case [Fig.
5(b)}, for B, = 32 kG, corresponds to the steady-state sim-
ulations of Fig. 4. In this case, the microwave signal grows
substantially during the leading edge of the voltage pulse and
persists up to the voitage flat top. Figure 5(b) demonstrates
that the full voltage of the flat top, corresponding to the
upper end point of the beam line in Fig. 4, results in a highly
detuned state of the gyrotron interaction, corresponding to
“hard excitation.” This is evident because the short-duration
voltage spike modeled at approximately 45 nsec detunes the
interaction further, causing the output power to fall off dra-
matically, and the power does not begin to recover until the
voltage falls below the flat-top voitage. This case agrees well
with the steady-state simulation of Fig. 4, and the peak pow-
er predicted by this simulation exceeds the best experimental
value by approximately a factor of 2, as in Fig. 4. At B, = 33
kG [Fig. 5(c)], the voltage flat top no longer corresponds to
hard excitation, since the microwave signal falls off during
the voltage spike, but then recovers during the remainder of
the fiat top. Finally, at B, = 34 kG [Fig. 5(d) ], the simula-
tion shows that the microwave power follows the voltage
signal for the duration of its flat portion including the vol-
tage spike, and the power actually increases during the vol-
tage spike.

For the assumed voltage waveform, the best agreement
between the experimental microwave signals and the predic-
tions of the single-mode time-dependent code, as a function
of magnetic field, occurs at the experimental value of
By = 32 kG. However, the experimental values have error
bars, as noted previously. In addition, the predictions of the
time-dependent simulation depend in part on the exact
shape of the axial rf-field profile assumed for the interaction,
and small variations in the assumed length of the sinusoidal
profile, or in substituting an approximately equivalent Gaus-
sian profile for the sinusoid, will change the required values
of the externally applied axial magnetic field by one to two
kilogauss. The time-dependent simulations of Fig. S suggest
that the microwave signal should last longer and reach high-
er power as the magnetic field is increased beyond the best
experimental value of B, = 32 kG. In general, this is not
observed in the laboratory. A possible explanation for this
experimental observation lies in the area of mode competi-
tion. Specifically, as the magnetic field is increased, it be-
comes increasingly probable that a higher frequency mode
will start oscillation during the rise of the voltage waveform,
and will interfere with the startup of the TE,, mode at 35
GHz. The most likely competing mode in this situation is the
counter-rotating TE,, mode. Time-dependent simulations
carried out for the TE,, mode indicate that it should begin to
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compete with the startup of the TE, mode at approximately
34 kG. A thorough analysis of the effects of mode competi-
tion and other transient phenomena on the operation of a
high-voitage gyrotron would require the use of true multi-
mode simulations, such as the fast-time-scale particle-in-cell
smnh?’ouunudmby Lin et al. for the parameters of
Ref. 6.

In summary, a 35 GHz gyrotron oscillator driven by an
at voltages exceeding | MeV and currents of several ki-
loamps to produce pesk output power levels of up to a
quarter of 2 GW in a TE,; mode and peak efficiencies ex-
ceeding 10% (up to 14% ). By comparison, an earlier experi-
ment operating at approximately 800 keV and 1.6 kA at the
same frequency in the same mode achieved 100 MW at 8%
efficiency. Furthermore, in contrast to the previous experi-
mental work, the emission has taken place during a time of
approximately constant current and voliage, facilitating the
comparison between theory and experiment. The improved
interaction efficiency compared to the earlier experiments is
attributed to the use of an apertured diode, in place of the
foil-less diode configuration used previously, which has al-
lowed better control of the current injected into the gyrotron
and better beam quality. Time-depenent simulations have
been carried out to investigate the behavior of high-peak-
power, short-puise gyrotron operation in this parameter
range. The simulations demonstrate the occurrence of such
phenomena as hard excitation of the gyrotron as a result of
the time dependence of the voitage waveform. Overall ex-
perimental operation is in general agreement with the pre-
dictions of theory, with the best experimental powers within
a factor of 2 of the theoretical predictions.
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Measurement of plasma-neutralized super-vacuum currents in a gyrotron

configuration
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Experimental results are reported on the transport of an electron beam with current in excess
of the vacuum space-charge-limited value, in a configuration directly applicable to gyrotron
oscillators. The vacuum space-charge limit is circumvented by the introduction of a
neutralizing background plasms which is produced by an arrsy of four plasma guns placed

immediately downstream of the electron gun snode.

A high-power microwave device typically consists of
an intense relativistic electron beam driving a beam-wave
interaction in an evacuated cavity or interaction volume.
This includes slow-wave devices such as backward-wave
oscillators (BWOs)'? and relativistic klystrons, and fast-
wave devices such as gyrotrons’* and free-electron
lasers.*$ A fundamental limit to the power of such devices
can be obtained by mulitiplying their theoretical interaction
efficiency by the maximum beam power that can be prop-
agated. For a particular voltage and geometry, the maxi-
mum beam power is set by the vacuum limiting current.
This limit on the beam current arises from the fact that the
electron beam loses an amount of energy corresponding to
the capacitive voltage drop between the electron beam snd
the conducting boundary.

Recently there has been much interest in exceeding the
space-charge limit in high-power microwave devices, nota-
bly the gyrotron and BWO.” The space-charge limit is
severe in the gyrotron due to the nature of the gyrotron
interaction, which is more favorable when the beam q is
large (a = B,/B), the ratio of perpendicular to parallel ve-
locities). The space-charge-limiting current for a cold an-
nular beam of vanishing thickness is given by'°

i ro“__(l_ﬁi’)llllllz
o= An(Ry/Rocem) '

where I, is the Alfven current (17.07 kA), y,=1
+ (eVy/mc?) is the relativistic factor associated with the
clectron energy in the absence of any spsce-charge depres-
sion, B = Vo/c, Uy is the electron axial velocity prior to
any space-charge depression, R is the radius of the con-
ducting boundary, and Ry, is the radius of the electron
beam. The large beam a which is desirable for operation of
the gyrotron corresponds to low B, and therefore low
limiting currents.

One possible means to circ  _at this obstacle is to
use a neutral background plasma to short out the self-
electric field of the electron beam. This concept of a neu-
tralizing background plasma has been investigated exten-

(1)
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sively in the Soviet Union,” and has recently been the focus
of some investigations with regard to the BWO.’ In order
for the background plasma to cancel the effects of the elec-
tron beam seif-electric field, the density of the neutral
plasma must be greater than the density of the beam elec-
trons, so that sufficient background electrons may be ex-
pelled from the region of the transiting electron beam to
provide for space-charge neutralization.

In this letter we report on the achievement of super-
vacuum currents (beam currents in excess of the vacuum
Wchﬂphm)mamﬁgunmdlrealywm
gyrotron oscillators. The experimental arrangement is
shown in Fig. 1. The VEBA pulseline accelerator (¥'~0.6-
2.5 MV, 1~20-100 kA, 7~60 ns) is used to energize an
clectron gun which produces an annular electron beam.
The clectron gun consists of a hollow cylindrical cathode
and an anode mask with an annular aperture. Both the
cathode and the anode are fabricated from reactor-grade
graphite. The annulus in the anode mask has an inner
radius of 1.6 cm and outer radius of 1.9 cm. The cathode-
anode gap is 2.1 cm. Directly downstream from the anode
mask is 8 Rogowski coil which measures the emitted beam
current on each accelerator pulse. Immediately following is
an array of four plasma guns,'! equally spaced in azimuth.
The plasma guns are individually energized by an array of
four 0.22 uF capacitors which are typically charged to 14
kV.. The entire system is immersed in a uniform 10 kG
axial guide magnetic field, produced by an external sole-
noid. In addition, as shown in Fig. |, there is a field re-
versed, thin-solenoid “dip” magnet which is used to spin
up the clectron beam,'? and a Helmboltz pair positioned
symmetricaily about the cavity region. In these experi-
ments the cavity region is composed of a simple straight
wall drift space. The magnetic-field in the. center of the
cavity region is 29 kG,

The plasma density produced in the cs~y region has
been characterized by 70 GHz quadratus wicrowave in-
terferometry and by time-integrated photography of the
light emitted by the piasma. The photographs of the light
emitted by the plasma in the cavity region indicate that
while the plasma is relatively uniform in the azimuthal
direction, significant nonuniformity exists in the radial di-
rection, with the peak density being close to the cavity
wall. Close inspection of the interferometry dsta shows the
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FIG. 1. Schematic iayout of the VEBA plasme-scutralized gyrotron ex-

periment, showing the magnet positions, inner conducting wall, vacuum

chamber, microwave interferometry windows, plasma guns, and cathode-
: "

presence of cutoff-level densities early in the plasma pulse,
when the line-averaged plasma density is computed to be
about 10"’ cm ~*. Since the plasma cutoff for our 70 GHz
interferometer occurs at n,=6x 10" cm =3, this would
suggest peak densitics on the order of a factor of five
greater than the line-averaged densities. The data pre-
sented here are obtained with line-averaged plasma densi-
ties in the range 1.5-5 X 10'' cm ~ 3, corresponding to peak
b.ck%mund plasma densities in the range 0.8-3 10"
cm >,

The achievement of super-vacuum currents is demon-
strated by measuring the beam current transported
through the cavity region with and without the back-
ground neutralizing plasma, while varying the amplitude
of the “dip” magnet. These data are shown in Fig. 2(a),
where we plot the measured cavity current against the am-
plitude of the “dip” magnet for both the vacuum and
plasma-neutralized cases. For the plasma-neutralized case
the data represent the maximum measured signals across a
sample of neutral plasma densities. This step is necessary
because with too little plasma background the beam is not
neutralized, while with too much plasma background the
beam current is partially neutralized and the Rogowski
measurement gives an artificially low account of the beam
current. Similarly, as the “dip” magnitude increases, the
average beam axial velocity decreases, which results in an
increase in the local number density of beam electrons. The
higher number density of beam electrons requires a greater
background plasma density to provide for neutralization.
The variation of the plasma density is achieved by varying
the time delay between the firing of the plasma guns and
the firing of the accelerator. For our measured beam pa-
rameters, and using the estimated beam alpha, the peak
number density of the beam electrons is in the range 1-3
X 10'2 ¢m ~ 3. Combined with our previous estimate of the
relative nonuniformity of the neutral background plasma,
the condition for neutralization of n,= n, appears to be
well met.

The variation of @ with the amplitude of the dip mag-
net is shown in Fig. 2(b). Here we plot the average and
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case (solid circles), shown with the calculated vacuum space-charge-
limiting curvent for a beam of nonzero thickness (dotted line). the cal-
culated vacuum space-charge-limiting current for a beam with nonzero
thermal spread (thin line), and the calculated transmitted current for an
ensemble of noninteracting electrons (bold line).

spread in a for the calculated trajectories of an ensemble of
noninteracting particles, using the measured magnetic
fields and electron beam voitage. The calculated transmit-

ted current for these single particle ensembles is shown in
Fig. 2(a) as the “mirror limiting current.” In this case, the
loss of current is due wholly to mirroring of individual
particles in the region of the magnetic compression. It can
be seen that there is good agreement between this curve
and the measured data for the plasma neutralized case.
Similarly, we can use the caiculated beam alpha to calcu-
late space-charge-limiting current for a zero-temperature
beam of nonzero thickness,'®

G(ro/r.0)
0N =0 Glrroirrr

and the space-charge-limiting current for a zero-thickness
beam with a nonzero thermal spread in veloclty"

I(Aa)=Iolf(a,) + fla_)]). 3)
In these equations, 7, is the mean radius of the electron
beam, Ar is the radial beam thickness, ,, is the radius of
the conducting boundary, G is an involved function of 7o,

(2)
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r, and Ar, and fla , ) and fla _ ) are involved functions
of the maximum and minimum a of electrons in the beam
distribution function. For these calculations a simple uni-
form distribution extending from a=a_ toa=a_ is
assumed. Both the I_(Ar) and I.(ALa) curves are seen to
agree reasonably well with the measured data for the vac-
uum case. It should be noted that for pump amplitudes
corresponding to an average beam a of 1 to 2, the presence
of the neutralizing plasma results in an increase in the
beam current propagated through the cavity by a factor of
about 3.

The calculations of I (Ar), I.(Aa), and the mirror
limiting current shown in Fig. 2(a) are obtained using a
very simple electron beam distribution function. The inner
and outer radii of the electron beam correspond to the
inner and outer radii of the anode mask aperture. The
velocity distribution assumes a uniform spread in initial
diode a ranging from O to 0.1. This range gave good agree-
ment for both the roll-over point of the mirror limiting
current, and for the space-charge-limited current in the
case of no pump field. Deviations of the theoretical curves
from the data, for both the vacuum and plasma-neutralized
cases, are probably due to the details of the electron beam
distribution function which are grossly simplified in the
calculations. Further, no accounting has been made of the
possibility of diamagnetic effects associated with the high a
beam, nor do the calculations consider the effect of space
charge on the “spinning up” of the electron beam by the
pump magnet.

In conclusion, we have demonstrated transport of
beam currents in excess of the vacuum space-charge limit
in a plasma-filled, gyrotron-type cavity. For values of the
beam alpha in the range of 1-2 the increase in electron
beam current is approximately a factor of 3. Comparison of
the measured transmitted vacuum current with the theo-
retical vacuum space-charge-limited current shows good
agreement. In the case of the plasma-neutralized measure-
ments, we obtain good agreement from a simple calcula-
tion of magnetic mirroring of an ensemble of noninteract-
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ing electrons, where the ensembie is taken to represent a
uniform, low initial temperature, annular beam of radial
dimensions given by the anode mask. The higher intracav-
ity beam currents achieved with the aid of the neutralizing
background plasma should enable higher power operation
in existing intense beam gyrotron designs.'*

The authors would like to acknowledge the assistance
of B. Weber of NRL with the use of the plasma guns, setup
of the microwave interferometry, and associated data anal-
ysis programs. This work was supported by the Office of
Naval Research.
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Millimeter-Wave Gyroklystron Amplifier Experiment
Using a Relativistic Electron Beam
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AND MARK S. SUCY

Absiract—A fundamental mode TE,,, twe-cavity intense-beam gy-
roklystron amplifier experiment, operating at an accelerating voitage
of 1 MV, is reported. The twe cavities that were tested are designed to
serve as buaching cavities for a high-power output cavity. The twe-
cavity amplifier has demonstrated a linear gain of 15 dB and 32 wa-
saturated output power of ~40 kW, with the intracavity gain and
power ~4 dB higher. The frequency of the second eavity has been
found to track the frequency of the driven cavity over a range of 300
MHz around a ceater frequency of 35 GHz. Stabie amplifier operation
was achieved with beam currents as large as 150 A and a velocity pitch
ratio (v, /vy) of 0.36. The sisble operating range was limited by spu-
rious oscillation in the TE;,; mode. Theoretical calculations indicate
that higher gains might be attainable if this mode couid be suppressed.

I. INTRODUCTION

HE GYROTRON oscillator has proved to be a highly

efficient source of high-power millimeter-wave radia-
tion. Much of the research on gyrotron oscillators has been
motivated by the need to develop sources for cyclotron
resonance heating of fusion plasmas [1). However, there
are a variety of applications in which the requirements for
frequency and phase control are more demanding than for
the fusion application. An example of this is the require-
ments imposed on the driver tubes for high-power linear
electron or positron accelerators, in which a large number
of separate microwave sources must be in close phase
synchronism to properly drive a long chain of acceleration
cavities [2]. Another example is the requirements im-
posed on separate sources which will be combined for
high-power-directed energy applications, such as when
cach source drives a separate element of a phased array
antenna. For such applications, the gyroklystron amplifier
has a number of natural advantages over the single-cavity
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gyrotron oscillator. With an amplifier, the required phase
and frequency coherence should be attainable, and in ad-
dition, because of the possibility of controlling beam pre-
bunching before entry into the final cavity where micro-
wave power is produced, higher efficiency operation
should be possible. Furthermore, by using multiple gy-
roklystron cavities, higher stable gain should be achiev-
able than in gyro-traveling-wave amplifiers (see [3) and
references therein).

A number of previous gyroklystron amplifier experi-
ments have been reported in the literature. Symons and
Jory [4] discuss a 50 kW, 28 GHz gyroklystron with 40
dB gain that employed a circular TEy,, input cavity and 2
TEg,, output cavity. It operated at 80 kV with an 8 A
beam current, and achieved a saturated efficiency near
10%. Significant difficulty was reported in this device with
spurious oscillations in the input cavity and beam tunnel.
This oscillation was suppressed by resistive loading of the
undesired modes. £ mons and Jory also reported a second
harmonic gyroklystron experiment, operating at 50 kV and
5 A, that produced 20 kW at 10.4 GHz. This device also
experienced significant problems with oscillation in spu-
rious modes. More recently, Bollen er al. [S] have re-
ported a 50 kW, 4.5 GHz three-cavity gyroklystron am-
plifier operating at 35 kV and 5-10 A in a rectangular
TE;o; mode that achieved 30% efficiency. This device
avoided mode competition by operating in the fundamen-
tal mode of rectangular cavities, with drift spaces that
were cut off at the operating frequency.

In recent years, gyrotron oscillator operation has been
extended to very high peak power (hundreds of mega-
watts) by employing high voltage (21 MeV) intense ( 2 |
kA) relativistic electron beams from pulseline accelera-
tors [6]. There has been no corresponding extension re-
ported for gyroklystron amplifiers. This paper reports the
results of an initial experimental study of the operation of
a two-cavity gyroklystron amplifier with fundamental
mode cylindrical cavities operating near 1 MeV at rela-
tively low current (2100 A). It was carried out at 35
GHz using a 50 ns beam from a pulseline accelerator. The
two cavities were designed to serve as the bunching cav-
ities for a higher power final output stage, which was in-
tended to operate as a phase-locked oscillator {7]. How-

0093-3813/90/1200-1021$01.00 © 1990 IEEE
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ever. theoretical modeling and initial expenmental
measurements demonstated that the accelerator voltage
waveform ( £5% voltage ripple) was inadequate to dem-
onstrate phase-locking of the output cavity. For the final
parameters of the present experiment, the output cavity
was found to behave as a ‘‘primed’’ oscillator; i.e., to
oscillate only when the first cavity was driven. It was
found to have a peak output power of approximately 1
MW (based on near-field measurements at the center of
the mode pattern), but to exhibit strong temporal modu-
lation that was inconsistent with the observation of phase-
locked operation. This amplitude modulation had a 4-ns
periodicity that seemed to match the period of the +5%
ripple on the voitage waveform. In light of this. the pre-
sent study was intended to test the stability of the bunch-
ing cavities and to demonstrate linear amplification of the
drive signal, with definitive tests of the output cavity post-
poned pending the availability of a new accelator with an
improved voltage waveform.

II. APPARATUS

These experiments were carried out on the VEBA
pulseline accelerator [8]. Fig. 1 shows a schematic dia-
gram of the expenr:znt. An 8-mm-diam. solid electron
beam was produced by an apertured diode which made
use of beam scraping to produce a low-velocity spread
beam with low initial transverse momentum [9]. The diode
operated in a uniform axial magnetic field of ~7.8 kG.
The transverse momentum required for the gyrotron in-
teraction was induced by transit through a one-period un-
tapered bifilar helical wiggler magnet with 4-cm length,
followed by adiabatic compression of the beam by means
of a rise in the axial magnetic field to a final value of ~2§
kG. After compression, the beam was designed to overfill
the 4.32-mm-diam. beam tunnel leading to the first cavity
in order to correct for the decentering induced by passage
through the wiggler magnet. The excess current was de-
posited on the walls of a graphite down-taper. The final
beam current was monitored by a Rogowski coil (not
shown) at the entrance to the beam tunnel. The final axial
magnetic field needed for the device was determined by
the resonance condition for the first harmonic cyclotron~
maser interaction in the cavities, while the field in the
vincinity of the wiggler magnet was chosen somewhat
above the gyroresonant value [10]). This was due to pro-
duce the required beam «. where @ = v, /v, is the ratio
of transverse to axial velocity, without inducing large mo-
mentum spread. which would be deleterious to the oper-
ation of the gyroklystron.

The gyroklystron has two slotted cylindrical TE,,,
bunching cavities of identical design (but slightly differ-
ent cold test properties), separated by a 4-cm-long drift
space. Following the second cavity, an additional 4-cm-
long drift space leads to a TE,,, slotted output cavity.
Each cavity has a separate vacuum enclosure lined with
microwave absorbing material, so that energy leakage
from the slots will not coupie back to the slots. or to an-
other cavity. The bunching cavities can be accessed
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Fig. 1. Schematic diagram of the gyrokiystron expenment.

through the coupling apertures, which are labeled in Fig.
1 as “‘IN-1'" and **IN-2,"" respectively, and through the
sampling apertures, labeled *‘OUT-1"" and ‘*OUT-2."
Fig. 2 shows the details of the bunching cavity design,
including the location of these apertures and of the slots
used to control oscillation and mode competition. Fig. 2
also shows the calculated axial RF-field profile for the
TE,;; and TE,,; modes of the bunching cavities. The
bunching cavity diameter is 5.33 mm, the nominal cavity
length (not including field penetration into the drift spaces)
is 7.5 mm, and the drift space diameter is 4.32 mm. The
calculated isolation of each cavity from leakage fields of
the adjacent cavities exceeds 100 dB for the TE,,; mode,
not including the additional losses due to the presence of
slots. The present work deals only w..h the operation of
the bunching cavities.

The bunching cavities were designed to operate at a to-
tal Q of 200, where Q is the cavity quality factor. The Q
of each bunching cavity is given by

Q™' = 0i' + O (1)
where O, is the internal cavity quality factor, determined
principaily by slot and ohmic losses. and Q,,, is the qual-
ity factor determined solely by losses through the cavity
coupling aperture. It is convenient to define the coupling
Bas B = Qi /Q.x. In terms of this parameter, the frac-
tion ® of the incident power reflected from the coupling
aperture at resonance is given by [1 1]

_(1-8)y
(1 +8)

A value of 8 less than one is considered undercoupled,
while a value greater than one is considered overcoupled.
Critical coupling is defined as a coupling 8 of 1, a con-
dition for which ® goes to zero. For 8 ~ 1, adrive signal
in the coupling arm should coupie almost compietely into
the cavity.

The bunching cavity design called for 8 ~ 1:i.e., Qin
~ Qext ~ 400. A pair of opposing axial shots, each of
44° transverse extent, was used to lower @i, to 400 for
the TE,,, mode, while assisting in suppressing other com-
peting modes (7]. The length of these slots is three times
the nominal cavity length (see Fig. 2) in order to extend
everywhere that the TE,,, mode has substantial RF fields.
The ohmic Q of the cavities is high compared to the Q

(2)
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Fig. 2. Schematic of the bunching cavities. indicating the location of sp-
ertures and slots and calculated axial profile functions for the TE,,, and
TE,;, modes of the bunching cavities. (The calculated profiles do not
include the effects of the four ‘‘keyhole slots. which are expected to
suppress the wings of the L = 2 axial profile function.)

associated with the slots and may be neglected. The pres-
ence of these slots also permits tuning of the resonant fre-
quency of each cavity (to slightly higher frequencies) by
transverse compression of the cavities.

The coupling apertures were designed to approximate
critical coupling to the cavity (i.e., Q,.,, ~ 400), while
the sampling apertures were designed so as not to signif-
icantly load the cavities. For a particular (measured) re-
flected signal, (2) can be used to calculate two possible
values for 8 which are reciprocals of each other. How-
ever, the measurement does not indicate which of these is
the correct value. The remaining uncertainty can be re-
solved by slotted line measurements of the phase of the
standing wave in the coupling arm. The procedure used
to ensure nearly critical coupling began before the final
cavity brazing took piace. Each cavity was initially cold-
tested with a very small coupling aperture (8 << 1). The
cavity Q-value and reflected signal were then determined
and the coupling aperture progressively enlarged until the
Q dropped by approximately a factor of two and the re-
flected signal at resonance dropped to near zero. At the
conclusion of this process, each bunching cavity demon-
strated a resonance within a few tens of MHz of 35 GHz
accompanied by a large ( ~20 dB) dip in the reflected
signal at resonance. At this point, the final cavity brazing
was performed. The cold tests were then reverified, yield-
ing center frequencies of 35.03 and 34.86 GHz for the
first and second cavities, respectively. (The absolute ac-
curacy of these two frequencies is ~0.1%, or +35 MHz,
but the precision of the measurements is ~5 MHz, which
permits an accurate determination of the frequency differ-
ence between the cavities.) This frequency difference
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would correspond to a 25um difference in the diameter of
the two cavities. In addition. the coupling to each cavity
was nearly critical.

The desired cold cavity frequency of the gyroklystron
was 35.06 GHz (based on a predicted hot cavity fre-
quency shift of approximately +0.5% [7] and the caicu-
lated 35.2 GHz operating frequency of the TE,;, output
cavity). Each bunching cavity was then tuned to this fre-
quency by transverse compression by means of separate
clamps. However, cavity deformation affects both the
center frequency and value of Q. Following the tuning
process, the approximate quality factors of the two cavi-
ties (the average of measurements performed driving the
large and small apertures) were Q, = 230 and Q, = 140.
The lower Q-value for the second cavity resuited in part
from the greater amount of compression needed to tune
this cavity to the desired frequency. At the final cavity
tunings, the dip in the reflected signal for the first cavity
was 18.6 dB, while the dip in the reflected signal for the
second cavity was 11.6 dB. Based on the slotted-line mea-
surements, each of the cavities was undercoupled. Hence
the value of 8 for the first cavity was 0.79, and for the
second cavity was 0.58. For the first cavity, this means
that the intemal quality factor was 410. For the second
cavity, this means that only ~37% of the power gener-
ated in the cavity would escape from IN-2.

As in the previous gyroklystron devices, a critical de-
sign consideration was to avoid oscillation in either the
operating mode of the bunching cavity or in other spu-
rious modes. Oscillation in the design mode was avoided
through control of the cavity Q-values by means of slot
and aperture loading. Since the two bunching cavities
were designed to operate in the fundamental TE;, mode
of cylindrical cavities, no mode competition was possible
from higher order transverse modes in the first harmonic.
The cavities were also designed for stability in higher-
order transverse modes coupling in higher harmonics of
the cyclotron frequency [7]. However, analysis showed
that a higher order axial mode of the bunching cavities,
the TE,;; mode at approximately 40.4 GHz, would be dif-
ficult to suppress. This mode could only be weakly cut off
in the drift space separating the cavities because of the
need to propagate the electron beam. As a result, the axial
profile function of the TE,,; mode extended substantially
farther into the drift space than that of the TE,,, mode,
resulting in a substantially lower starting current. In order
to further suppress the TE,,; mode without loading down
the TE,,, mode excessively, additional pairs of 7.5-mm-
long slots (see Fig. 2) were placed in the walls of the
cutoff sections. These slots begin just beyond the main
cavity slots, but are at an angle of 90° to them. The com-
bination of large slots at 90° intervals in different regions
of the cutoff sections was intended to limit the axial extent
of the RF fields of the TE,;; mode of the cavity. They
were also intended to substantially lower the Q of the TE,,
mode of the drift spaces, of any polarization, as well as
of other modes that might occur at higher harmonics of
the cyciotron frequency, in order to prevent the buildup
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" of oscillation in the drift spaces. The design of the entire
RF circuit is discussed in detail by Fliflet er al. [7].
Despite these measures, an important limitation to the
available parameter space of these gain measurements was
the need to avoid exciting the TE,,; mode. As predicted,
too high a beam a. or too high a magnetic field, would
cause this mode to oscillate during the flat portion of the
VEBA voltage waveform, during which the amplification
measurement at ~ 35 GHz must take place. The presence
of this mode both at high o and at a high magnetic field
was verified by determining that an observed oscillating
mode produced power that could propagate through a short
section of the V-band waveguide. with cutoff frequency
of 40.0 GHz, but not through a section of the W-band
waveguide, with cutoff frequency of 59.35 GHz. Limiting
operation to lower magnetic fields and lower beam « in
order to avoid exciting this mode moved the 35 GHz op-
eration to relatively large detunings and lower gains,
compared to the optimum values predicted for this circuit
by Flifiet er al. [7).

IlII. THEORY

Early results on the small-signal theory of the gyro-
klystron were reported by Ergakov and Moiseev [12) and
Symons and Jory [4]. A nonlinear analysis of the two-
cavity gyroklystron has been given by Ganguly and Chu
[13], and a small-signal seif-consistent field theory of the
multicavity gyroklystron has been given by Ganguly et al.
{14]. A small-signal theory of the multicavity gyrokly-
stron based on Gaussian axial profiles for the cavity elec-
tric fields and expressed in terms of well-known gyrotron
normalized parameters has been given by Tran er al. (15].
The theory of the phase-locked gyrotron with a prebunch-
ing cavity has been treated in the small-signal approxi-
mation. including finite temperature effects, by Manhei-
mer [16). and in the nonlinear regime by Flifiet and
Manheimer {17]. The theoretical approach given in [15]
has been used to calculate the small-signal gain for the
present configuration in the cold beam approximation. The
phase bunching of the beam at the entrance to the second
cavity is characterized by the bunching parameter,

g = VaFime 3y, /2 + uy]  (3)

where F,, 4,, and A are the normalized peak electric field
amplitude. interaction length, and resonance detuning pa-
rameters for the first cavity, and u, is the normalized
length of the drift section. The normalized amplitude of
the RF electric field induced in the second cavity by the
phase-bunched is given by

Fy = Valypye*2/% ) (q)

ua/4 -1
‘/5#1/ 2+ py
where /, and u, are the normalized current and length
parameters for the second cavity,  is essentially the phase

difference between the RF fields in the first and second
cavities, and J, is a regular Bessel function of the first

. [sin v+ (4)

cos Y
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kind. For a linearly polarized TE,, circular waveguide
mode. an on-axis beam. and the fundamental harmonic
interaction, the normalized quantities are defined accord-
ing to

512
b= [%] I‘*:':: 'Yog:;o;} (x; - l“i(Jf.-)l" (3)
b = r%%?“; (6)
A= E%.-, (l - g) (7)
F, = %W;‘?E (8)

where the subscript i is the cavity index. e and m, are the
electron charge and rest mass, uq is the free-space perme-
ability, c is the speed of light, x; is a zero of J{, A is the
free-space wavelength, d; is the effective interaction
length, 8,0 and By are the average transverse and axial
electron velocities normalized to ¢, v, is the relativistic
energy factor, Q; is the cavity quality factor, r., is the
cavity wall radius, E; is the peak cavity RF field, /, is the
beam current, @ is the relativistic cyclotron frequency,
and w is the wave frequency. Except as noted, all quan-
tities are expressed in MKS units. Equation (4) agrees with
the resuit given in [15], except for the presence of the
term proportional to cos Y. This term was not included in
[15] or (7], which both assume operation at detunings
(magnetic fields) for which u’A/4 = 1. This is a con-
ventional choice for obtaining a high threshold current for
self-oscillation of the bunching cavity, but unnecessarily
restricts the generality of the resuit. The intracavity gain
is calculated by relating F, to F, using (3) and (4) and
noting that the power generated by the second cavity (P;)
is related to the power injected into the first cavity (P,,)
as

F%th
P, = Pin s et
? FiQ,

However, the power coupled our of the second cavity is
given by

(9)

| FiQum
" F%th

Here Q,,., corresponds to the internal quality factor of the
first cavity, and Q,,,, refers to the external quality factor
(the Q associated with the coupling aperture) of the sec-
ond cavity. Note that the cavity lengths do not appear in
(9) and (10) because u, and u, are equal.

Pou = (10)

IV. EXPERIMENTAL RESULTS

The principal measurements were a straightforward gain
measurement and a frequency comparison between the
first and second cavities. Measurements were carried out
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as a function of the drive frequency applied to the first
cavity and as a function of experimental parameters. The
diode voltage ‘‘flat-top’’ was 950 + 50 keV (with 5%
ripple), the beam current was 150 + 20 A, and the cal-
culated beam o was 0.36. The beam o was calculated
using a fully relativistic single particle simulation that cal-
culates electron particle trajectories in the combination of
solenoidal fields and fields due to the wiggier windings.
The wigglier fields were calculated from a complete Biot-
Savart solution of the fields due to a one-period untapered
wiggler coil with realistic closures at each end.

The frequency of the second cavity was tracked by a
heterodyne diagnostic as the driver magnetron frequency
was varied. To do this, the signal from OUT-2, after at-
tenuation, was split by a 3-dB coupler, and half of it was
combined in a balanced mixer with a local oscillator (an
IMPATT diode) whose frequency could be tuned sepa-
rately from the frequency of the driver magnetron. The
magnetron and the IMPATT frequencies were monitored
by separate frequency meters whose relative calibration
was determined by cold test. By this means, the difference
frequency Afy between the drive signal and local oscillator
signal could be determined for each separate experimental
discharge. The experimental value of Af for the output of
the second bunching cavity, when the first bunching cav-
ity was driven at a known frequency, was determined by
analysis of the signal from the balanced mixer which was
recorded on an analog oscilloscope. The maxima and zero
crossings of the mixer signal were used to count the full
and fractional *‘beats’’ of the local oscillator frequency
against the output frequency of the second cavity during
a central 20 ns central interval within the output puise
length. The number of cycles of the beat signal divided
by the reference time interval yields an experimental mea-
sure of Af.

Fig. 3 shows a measurement of the variation of the sec-
ond cavity output frequency as a function of the frequency
of the driver magnetron, with the local oscillator fre-
quency held fixed. This data was taken with a cavity mag-
netic field of 26.6 kG. The plot actually compares the
measured beat frequency Af between the local oscillator
(at 35.23 + 0.02 GHz) and the second cavity output fre-
quency as the first cavity drive frequency was varied be-
tween 34.98 and 35.27 GHz. The solid line indicates the
predicted beat frequency Afp. This data indicates that the
frequency of the signal in the second bunching cavity
tracks the drive frequency of the first bunching cavity;
i.e.. that the gyroklystron circuit is amplifying the signal
injected into the first cavity. (In the absence of the beam,
there is no measurable leakage between the two cavities
at the drive frequencies.)

The amplification factor is measured by determining the
ratio of the power generated in the second cavity, as mon-
itored through the coupling port IN-2 (see Fig. 1), to the
power injected into the first cavity through the coupling
port labeled IN-1, as monitored by the sampling port
OUT-1. This determination depends sensitively on the
calibration of the coupling factors of the various apertures
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Fig. 3. Measured beat frequeacy between the local oscillator and second
cavity output frequeacy as a function of the dnve frequency of the first
cavity. The solid line is the caiculated beat frequency based on the mes-
sured difference between the local oscillator and magaetron frequencies.

on the first and second bunching cavities. The cold tests
were carried out as follows: At critical coupling, essen-
tially all of the drive signal at the coupling aperture flows
into the first cavity and is dissipated in the other cavity
losses, in this case dominated by the cavity slots. Cold
tests were used to determine the ratio of the power in-
jected into IN-1 to the power detected at OUT-1. To de-
termine the power generated in the second cavity, it was
assumed that only 37% of the power was coupled out of
port IN-2, while the remainder was delivered to the inter-
nal cavity losses, dominated by the cavity slots (see the
discussion in Section II). Thus the measured signal was
multiplied by 2.7.

Fig. 4 plots the linear gain between the first and second
cavities as a function of the axial magnetic field at a drive
frequency of 35.19 GHz, along with the predicted gain.
Since the second cavity was designed as a bunching cavity
rather than an output cavity, the gain was defined in terms
of the intracavity power P, rather than the output power
P, The experimental data were taken by varying the field
provided by the cavity solenoid while keeping the main
axial magnetic field fixed. Each point in the figure rep-
resents a single experimental discharge. The measured
gain peaks in the vicinity of 28.5 kG. The highest-singie-
discharge gain factor is ~90 X, corresponding to a gain
of approximately 19 dB. Based on the difficulty in cali-
brating the various cavity coupling factors, the uncer-
tainty in this vaiue is at least 3 dB. (The corresponding
gain measured in terms of the power coupled out of the
second cavity is ~ 15 dB. ) The highest intracavity powers
in the second cavity were in the range of 50 to 100 kW
(20 to 40 kW coupled out ), while typical first cavity drive
powers were in the range of 1 to 2 kW.

The predicted gain shown in Fig. 4 is calculated from
(9). It is found by optimizing (4) with respect to ¥, which
corresponds to driving the system close to the cavity res-
onant frequency. The calcuiations assume a 950 keV, 150
A, a = 0.36 beam. In obtaining this curve, the Besse!
function J, (q) in (4) was approximated by ¢/2. From
approximately 22 to 28.5 kG, theory and experiment agree
moderately well. The experiment actually does slightly
better than the theoretical model in this range of magnetic
fields. (It should be noted that small changes in the ex-
perimental values of current, voltage, magnetic field, and
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Fig. 4. Experimental power gain of the gyrokiystron as a function of the
axial magnetic field. The points plot the ratio of the intracavity power of
the second cavity to the drive power injected into the first cavity for
individual experimental discharges. The solid line is the predicted gain.
corresponding 10 2 950 keV, 150 A, o = 0.36 beam.

beam « could produce 50% changes in the predicted gain.)
Theory shows the gain to continue to rise at higher mag-
netic fields, while the data show the gain rolling over.
This is believed to be due to the onset of oscillation of the
TE,;; mode. Data taken at still higher magnetic fields
show clear evidence of this osciilation. Thus the substan-
tially higher gains predicted at higher magnetic fields are
inaccessible due to mode competition. Future efforts will
concentrate on achieving stable operation of the third cav-
ity (output cavity), and achieving stable three-cavity gy-
roklystron amplifier operation.

V. Discussion

We have carried out a fundamental-mode two-cavity
K,-band gyroklystron amplifier experiment driven by a 1
MeV, 150 A electron beam from a pulseline accelerator.
The two cavities were intended to serve as bunching cav-
ities for a higher power output cavity. We have demon-
strated that the output frequency of the second cavity
tracks the drive frequency over the range from 35.0 to
35.3 GHz and have found a regime of stable amplifica-
tion. The peak gain was 15 dB, measured to the output of
the second cavity, or 19 dB, if defined in terms of the
increase in intracavity electric fields, which is the relevant
parameter for the intermediate bunching cavity of a gy-
roklystron. This performance is in reasonable agreement
with the predictions of theory. The peak intracavity power
in the second cavity was ~ 100 kW. This value was lim-
ited by the available drive power and did not correspond
to saturation. More than half of this power flowed into
slot losses that were intended to stabilize the second cav-
ity as a bunching cavity, rather than to optimize it as an
output cavity. As a result, the peak output power was ~40
kW. The available parameter space for amplifier opera-
tion was limited by the excitation of parasitic oscillation
of the competing TE,,; mode, as predicted by theory {7].
This problem could have been mitigated somewhat by a
small reduction in the diameter of the drift spaces. De-
spite this limitation, these measurements have demon-
strated the feasiblity of operating gyroklystron amplifiers
with megavoit electron beams. In addition. they have
demonstrated the feasiblity of using muitiple bunching
cavities to increase the RF fields available for beam
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bunching. The resulting increase in bunching would make
possible a higher gain in a gyroklystron amplifier. or a
larger locking bandwidth in a gyroklystron oscillator.
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R. H. Kyser¥, and M. L. Barsanti
Naval Research Laboratory, Code 6840, Washingion, D.C. 20375-5000

INTRODUCTION

The high power handling capability of millimeter wave gyro-amplifiers makes these devices attractive for applications
such as high resolution radar, loag range space communication, and plasma heating. The Vacuum Electronics Branch at NRL is
making continuing efforts 10 develop stable. broadband (> 15 %) millimeter wave gyro-amplifiers operating at low beam voltage
(< 100 kV ). Two configurations are being investigaied: a two-stage tapered gyrouron-traveling-wave-tube amplifier (gyro-
TWT), and a two-stage slow wave Cyclowon amplifier (SWCA). The growth mechanism in the two-stage gyro-TWT is based on
phase synchronism between the relativistic cyclotron motion of a gyrating beam and a fast guided wave, icading 1 the azimuthal
phase bunching (cyclotron resonance maser instability); whereas wave growth in the SWCA occurs when the gyrating beam is in
synchronisin with a slow guided wave. resulting in axial bunching (Weibel instability). A two-stage Ka-band gyro-TWT has
been asscmbled and experiments are currenty underway 0 demoastrate stable, bigh power, broadband amplification. An initial
design study on a Ka-band two-stage SWCA with a sever has been compieted. A high quality axis-encircling beam (60 kV, §
amps, Av,/v, S2 % at vi/v; = 1) is employed in the slow wave circuit. Characteristics of cold-test rf components are described.

TWO-STAGE TAPERED GYRO-TWT AMPLIFIER

Previous experiments on the single-stage Ka-band tapered gyro-TWT at NRL! have demonstrated high powes (=5 kW),
millimeter wave amplification with an instantaneous bandwidth > 30%. As is usual in single-stage distributed amplifiers
without severs, gain in this device was limited by the impedance mismaich between the RF amplifying circuit and the vacuum
window. [n order (0 increase the stable gain while reducing the amplifier’s sensitivity (0 circuit mawch, a two-stage tapered gyro-
TWT has been designed and built .

The experimental sewp of the two stage tapered gyro-TWT is depicted in Figure 1. An annular electron beam is
produced from a thermionic cathode of a double anode MIG. The initial beam velocity ratio, a = v,/v,, is adjusied from 0.5 to 1
at the entrance of the tapered circuit by adjustment of the mod anode voltage and the magnctic field at the cathode. The cathode
voltage is typically - 33 kV DC and the mod anode voltage (-10 ~ -20 kV) is pulsed at 60 Hz. The circuit coasists of three
sections: a lincarly down-tapered rectangulas waveguide input section, a 1” long waveguide cutolf section (fg = 39.4 GHz), and a
linearly up-tapered recaangular waveguide output section. The rf signal from a frequency synthesizer and a S0 W TWTA is
injected into the input section through a directional coupler. The rf amplified in the input section is reflected at the cutoff section
and coupled back to a maiched load through the directional coupler. The amplified rf power in the output section is extracted
direcuy through a smooth transition 0 Ka-band waveguide. The width of the circuit varies from 0.24" (f.o = 24.6 GHz) w0
0.15" (feq = 39.4 GHz) along the 8" axial length in the input section and {rom 0.157 w0 0.24" along the 12" axial length in the
output section. The circuit beight throughout its axial extent remains constant at 0.14". The total length is the same as that in
the single-stage gyro-TWT and the input and output tapering lengths are selected so that oscillations are not expected in the
amplifier. The grazing condition for beam-wave synchronism can be maintained over a wide frequency range by tapering an
external magneuc ficld along both tapered circuits. The grazing magnetic field is related 10 beam and circuit parameters through
B = Yi,o/(2.8Y,) in kG, where v, is (1-(v,/c}2)" V2 and f is in GHz. Such a precise non-linear tapered ficld, as shown in Figure
1, is produced by a computer controlled, 14-coil superconducting magnet system based on a magnet current synthesizing code.
As will be shown below, the instantaneous bandwidth of a two-stage gyro-TWT is very sensitive 10 the axial velocity spread.
Thus, in order to produce a low velocity spread beam from the doubie anode MIG, three water-cooled trim coils are added in the
gun region 10 insure a flat field at the cathode.

A directional coupler 1o inject RF power in the input section was designed based on Bethe's coupling theory using
Chebyshev coupling distribution (7 element and 6 array)?. A broad wall coupling of the Ka-band waveguide was chosen because
it produces a broader bandwidth than a nasrow wall coupling . In order to increase the coupling strength, rectangular holes with
rounded corners arc used. Figure 2 shows a coupling strength measurement, obtained from a HP8510B network analyzer.
Measurements show a coupling value of -1.5 dB. a return loss < -27 dB. and a bandwidth of 43 % (24.1 - 37.4 GHz): these are in
good agreement with the simulation using the 3-D electromagnetic code, HFSS3. Two vacuum windows and DC-breaks for
monitoring beam currents in the circuit and collector are made of mica films with thickness less than 1 mil.
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Cold iest measurement on the window shows 3 reflection of less than -23 dB, which satisfies the amplifier stability condition
(Gain < Reflection) in both the input and output sections.

Simulation results for the amplifier performance obtained from a noo-linear code? predict a two-stage gain of ~30 dB, an
electronic efficiency of 20-30 %, and an instantaneous bandwidth of 10-15 % for Av /v, = 2%. In contrast to the single-stage
gyro-TWT, the bandwidth is seen to be very sensitive to axial velocity spread, although the efficiency is less sensitive.

TWO-STAGE SLOW WAVE CYCLOTRON AMPLIFIER

Another broadband millimeter wave gyro-device is the slow wave cyclotron amplifier. In this device, a constant group
velocity can be maintained over a wide frequency range when a waveguide is appropriately loaded. The SWCA interaction occurs
over the frequency band where the wave group velocity is close to the beam axial velocity in the slow wave region (vpp, < ).
Two types of slow wave circuits have been considered: a metallic disk loaded waveguide> and a dielectric loaded waveguideS. As
an initial experiment, the dielectric loaded circuit was chosen because the amplifier is operated in the lowest TE mode (TE; o-
even) and is thus free from mode compeltition, and because the required magnetic field in the circuit is lower (e.g., ~7 kG for a
Ka-band operation).

Figure 3 shows a cross-section view of the dielectric loaded circuit. Two dielectric slabs line the narrow walls in the
circuit. Transtar’ (Al304 (99.9 %), €, = 10.1) was chosen because of its low loss tangent (-10%) and its high dielectric strength
(~190 kV/cm). An irregular circuit is chosen such that the fundamental beam line does not intersect any undesired higher arder
hybrid modes in the operating frequency range (28 - 36 GHz). As shown in Figure 4, the measured wave dispersion
characteristics are in good agreement with the prediction.

A compact (~ 6 cm long) input directional coupler was designed for high coupling value and wide bandwidth. The
difference from the gyro-TWT coupler is in that the coupling holes are arrayed with an 8 element, 4 array distribution and thus
the coupling strength and the bandwidth are increased with fewer holes. Measurements show a coupling value of -0.4 dB over a
60 % bandwidth (22.7 to > 40 GHz) and a minimum directivity of 45 dB. Table 1 shows the comparison between theory, code,
and cold-test results. It was also observed in the simulation that, by reducing the coupling wall thickness from 10 mils to 5
mils, a more compact (~ 4 cm long) coupler can be designed with the coupling surength and flatness as good as the present
coupler.

The HFSS-code was utilized to design a mode convertor t0 couple a fast wave injected from the directional coupler into
the slow wave in the circuit. The mode convertor employs two tapered sections. In the first, linearly tapered dielectrics in
uniform Ka-band waveguide convert a fast wave TE g mode into a slow wave TEy jp-even mode. In the second. both diclectrics
and surrounding metallic waveguide are tapered 0 match with the smaller circuit dimension. Simulations predict pure mode
conversion (coupling value ~ -0.02 dB) and low return loss (~ -30 dB) in the frequency range of 22 - 36 GHz. Figure 5 illustrates
the difference in the mode conversion efficiency between the irregular dielectric and regular dielectric loading ( ie. simple
rectangular cross-section). Note that there is mode conversion to a hybrid mode at ~ 33 GHz where the hybrid mode has the
same phase velocity as the TE;  g-even mode.

Since the maximum RF field is located in the dielectric in the slow wave region, the beam should be propagated close
to the dielectric surface for strong coupling. The clearance between the beam and the dielectric in the circuit is ~ 30 mils for a
cold beam. Thus. it is possible for a highly energetic beam to be intercepted by the circuit. Arrays of thin wires on the dielectric
surface could drain charge buildup. However, simulations show that hybrid modes become very dense near the operating mode
when such wires are present, resulting in undesired mode competition. Therefore, a thin conducting film of tantalum is sputtered
on to the dielectric surface t0 drain the space charge. It is also possible that heating of the dielectric due to electron beam
bombardment can cause a change in the properties of the dielectric. Cold-test measurements show a 2% increase of the dielectric
constant at 200 "C, which was observed similarly in other dielectric materials®. Therefore, temperature rise should be monitored
during experiments, and circuit cooling may have to be applied.

A non-linear meory9 was used to examine the performance of a single-stage amplifier in the small and large signal
regions. As shown in Figure 6, the efficiency is very sensitive to beam axial velocity spread. This is because the Weibel
instability takes place at large values of the axial propagation constant in the slow wave region. The saturation length is
different for Av,/v, = 0, 2, 4 %. The circuit length was chosen to maximize the gain and efficiency at Av,/v; =2 %. A tripie
pole piece center-post gunlo' designed at Litton and currenuly in assembly, will be used to produce a high quality axis-encircling
beam with a low velocity spread (60 kV, 5 amps, Av,/v, < 2 %).

As seen in the dispersion relation (Figure 4), oscillation at the second harmonic TE, jg-0dd mode can exist in the long

single-stage circuit. In addition, the odd mode and all the hybrid modes would be completely trapped in the circuit because the
dielectric mode convertor is designed such that only TE, |g-even mode can couple with the TE g mode. A threshold current of

the gyro-BWO in the dielectric loaded slow wave circuit] 1 is expressed as
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where g = 1.9733/L,, ke = (@/c)2-k,2)V2, xg = kefy , L = circuit balf width, L = circuit height, L, = circuit length nonmalized
by Lj. s = harmonic number, and I" is defined in reference 12. Figure 7 illustrates the threshold currents versus interaction
length. It is clear that a sever is necessary for a stable operation of the ifier ot high gain. Backward wave growth (negative
phase/group velocity) was obsesved in a panticle-in-cell code, MAGIC!3 when there was no sever; this is consistent with the
prediction (rom linear theory. Thelengthandnpmngangleoﬂwolonydmfamesemwmopmnmdbymenseol
HFSS. The code predicts a wave atienuation of better than -25 dB and low reflection (< -30 dB) in the

frequency range.
Large signal calculations of the two-stage SWCA predict an efficiency of 10-15 %, a gain of 23 - 25 dB, and an
instantaneous bandwidth of 1S - ZO%founmpulsewonlcngths136cm.ompmsectmlenm-l4lcm.sev='bng|h-2

cm, input power = 200W, and Av,/v, = 2 %. The results from the slow lime-scale non-linear code agree with MAGIC
Z‘mulations for a cold beam.

CONCLUSION

Cold-tests on each component of the two-stage tapered gyro-TWT have been completed. Hot-test of the circuit with a 33
kV. 0.5 -1 amp beam is currently underway to demoastrate stable high gain broadband amplification.

A design study on the SWCA has been performed 0 conduct Ka-band expenmems on a broadband millimeter wave
amplifier with a low magnetic field. An axis-encircling beam with low velocity spread is designed (o amplify Ka-band radiation
with a power > 30 kW and an instantaneous bandwidth > 15 %. One of the main difficulties in the SWCA experiment will be
beam propagation through the circuit.
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coupling value min. directivity 3dB bandwidth

(dB) (dB) (GHz)
theory 0 454 24 -42
HFSS -0.2 43 22.42

coldtest -04 45 22.7 - >40
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WIDEBAND MILLIMETER WAVE GYRO-AMPLIFIERST

J. J. Choi*, C. M. Armstrong, A. K. Ganguly, and
M. L. Barsanti

Naval Research Laboratory, Vacuum Electronics Branch
Washington, D.C. 20375

Gyro-TWT amplifier configurations are under investigation to demonstrate broadband (> 10
%), multi-kilowart, millimeter wave generation with low beam voltage (< 60 kV) and low magnetic
field (< 1.4 Tesla) for electronic warfare applications. Wideband rf amplification can be achieved
by either loading the waveguide to slow down the rf phase velocity of the wave or tapering the
waveguide along the axial distance. Three configurations are under study: (1) a broadband W-
band harmonic tapered gyro-TWT amplifier, (2) a dielectric loaded slow wave cyclotron amplifier,
and (3) a folded waveguide gyro-TWT amplifier.

The broadband harmonic tapered gyro-TWT concept under study is an extension of the Ka-
band two-stage tapered gyro-TWT experiment at NRL [1]. The use of tapered waveguide allows
wideband interaction along the circuit. As shown in Figure 1, the interaction circuit consists of
two linearly tapered circuits of rectangular cross-section separated by a uniform drift section. The
input circuit is designed to operate in the fundamental cyclotron harmonic, while the output stage
operates in the third harmonic. A two stage configuration is used to isolate the input and output
signals and to enhance the gain and efficiency by pre-bunching the beam. The circuit is placed in a
nonlinearly tapered external magnetic field which is maintained synchronously at each axial
position. Efficient interaction occurs over a broad frequency range when the magnetic field is held
near the grazing condition along the circuit. A Ka-band drive signal is injected in the input section
to modulate the axis-encircling beam as in the previous two-stage tapered gyro-TWT. However, in
the output section, the waveguide width is designed so that the waveguide mode is in phase
synchronism with the third harmonic beam cyclotron mode. As a result, amplified radiation in the
output section is extracted at frequencies increased by the harmonic number (s = 3) over the drive
signal. To insure single mode operation, the waveguide operates in the lowest order mode, TE1(,
in both the input and output sections of the amplifier.

One of key issues for the W-band harmonic gyro-TWT is beamn formation and transport. A
triple pole piece, center-post electron gun [2] originally designed for the NRL gyropeniotron
experiment, will be used to produce a high quality axis-encircling beam for the tapered harmonic
experiment. Since the operating mode is the lowest rectangular waveguide mode interacting with
the third harmonic beam cyclotron mode, the beam-circuit clearance in the output circuit is tight.




To alleviate the beam clearance problems in the output stage and to allow the use of a single
sidewall coupler, an overmoded slotted square waveguide is used. To suppress the undesired
polarization in the square guide, lossy dielectrics are placed adjacent to the waveguide slots. Fora
hot beam in the square output guide, the beam clearance varies from 10 mils (at the narrow end) to
20 mils along the output circuit. This corresponds to a beam filling factor of 50 - 68 %. It is
crucial, therefore, that the magnet provide a straight field over the circuit length for good beam
propagation. Since the circuit width in the input section is three times wider than the output circuit,
beam interception in the input section is not expected to be a problem.

The performance of the harmonic tapered gyro-TWT amplifier has been examined using a self-
consistent slow-time-scale nonlinear code [3]. A detailed descripgon can be found in reference 4.
Simulation parameters are: beam voltage - SO kV, current - 2 A, input rf power - 10 W, initial beam
velocity ratio at the entrance of the input stage - 1. The simulated efficiency and output power of
the amplifier are shown in Figure 2 as a function of frequency for various axial velocity spreads
(Avz/vz) of the electron beam. Gain in the input and output stages are also plotted in Figure 3.
The peak efficiency is seen to decrease from 13 % to 8.5 % as Avz/vz increases from 0 t0 4 %,
while the 3 dB bandwidth decreases from 15% to 6%. At Avz/vz =2 %, the saturated efficiency is
approximately 12 % (corresg »nding to 12 kW) with a bandwicth of 10 % from 90 - 100 GHz.

A proof-of-principle tapered harmonic experiment is currently underway. Broadband rf
vacuum windows have been designed for Ka-band (input window) and W-band (output window).
The windows consist of three sections of 1/4 wavelength BeO. Figure 4 shows the return loss
measurement for the Ka-band vacuum window. The return loss is observed to be better than - 20
dB in the frequency range of 23.5 - 37.2 GHz (bandwidth = 46 %), which agrees very well with
the prediction from a 3-D electromagnetic code, HFSS [5]. A broadband rf directional coupler for
the experiment has been designed using Chebyschev impedance transformation theory and Bethe
coupling theory [6]). A Ka-band directional coupler has been fabricated using EDM (electrical
discharge machining) for cold-test. Figure 5 shows the forward coupling measurement obtained
from a HP 8510B network analyzer. Measurements show a coupling value of -0.4 dB over 22.7
to > 40 GHz (BW 2 60 %), minimum directivity of 40 dB, and return loss of < -25 dB, in good
agreement with HFSS predictions.

The second wideband gyro-device concept under study is a dielectric loaded slow wave
cyclotron amplifier. By the use of a loaded circuit, a constant group velocity can be maintain over
a wide frequency range in the slow wave region therefore providing the possibility for wideband
operation. Figure 6 shows a cross-section view of a ridged rectangular circuit which is loaded
with two dielectric slabs. A high quality axis-encircling beam (60 kV, 5 A, a = 1) couples with
the slow waveguide mode, TEy 10-even mode in this device. The dielectric height is less than that
in the beam tunnel to insure that the fundamental beam line does not intersect any undesired higher




order hybrid modes (such as TMx modes) in the operating frequency range of interest. The ridged
circuit has some advantages over a regular rectangular shape in that (1) the dielectric slabs can be
protected from beam interception, and (2) the peak elecuic field is shifted from inside the dielectric
to near the ridges in the beam tunnel. Thus the beam-wave coupling is expected to be improved.

A linear theory {7] predicts second harmonic backward wave oscillations of the TExj0-odd
mode in the single stage circuit. In order to suppress the gyro-BWO oscillation, the circuit must be
severed. Large signal calculations of the two-stage SWCA predict a saturated efficiency of ~ 17 %
(50 kW output power), a gain of ~ 28 dB, and an instantaneous bandwidth of ~ 20 % (29 - 36
GHz) for input power = 150 W, B = 7 kG, and Av,/v; = 2 %. Note that although the SWCA
operates at the fundamental cyclotron harmonic interaction the magnetic field is reduced by a factor
of 2 compared with conventional fast wave gyro-devices due to the large doppler shift in the
electron cyclotron frequency. The results from the slow time-scale non-linear code are found to
agree with the simulztions by the particle-in-cell code, MAGIC [8]. The design of the SWCA tube
has been completed and parts are on order for hot-test. Detailed design calculations for the device
can be found in reference 7.

Another wideband gyro-device concept which has recently been investigated is the folded (H-
plane bend) waveguide gyro-TWT. As illustrated in Figure 7, the device is configured so that an
axis-encircling elecron beam exchanges energy with a transverse electromagnetic wave as it passes
successively through the narrow walls of a metallic serpentine structure. The major advantages of
the folded waveguide gyro-TWT amplifier include; (1) natural rf separation from the spent electron
beam, thus easily applicable for operation with a depressed collector for efficiency enhancement,
(2) potentially high average power handling capability, (3) simple input and output coupling, and
(4) low cost of fabrication. Potential shortcomings for the device include reduced gain per unit
length over continuous interaction schemes and bandwidth reduction due to backward wave and/or
stop band oscillations.

Figure 8 shows the normalized gain function in a cavity structure as a function of the linear
theory detuning parameter for two cases; (a) gyro-klystron type cavity in which case the beam
propagates along the long dimension (L) of the cavity, and (b) the case of the folded waveguide in
which case the beam propagates along the short dimension (A) of the cavity. The detuning
parameters are defined as (@ - wefy - kzvz)(L/vz) for the case (a) and (@ - Wc/Y - kxvx)(Alvy) for
case (b), where w¢/Y is the relativistic cyclotron frequency, kz = /L, kx = ®/A, A= cavity width, L
= cavity length (3A), and vx and vz are the beam axial velocity. As depicted in Figure 8, the linear
magnitude of the gain function for case (b) is lower by a factor of 10. This is primarily due to the
reduction in the interaction length for the folded waveguide case.

In order to examine the large signal performance of the folded waveguide gyro-TWT, the
configuration has been modeled and simulated using the PIC code MAGIC. In the simulation, the




transverse and axial length of the serpentine structure was set so that the rf “effective” axial (beam
propagation direction) phase velocity was reduced to [£/(£+h)]vph = 0.9 vph, where vph is the
phase velocity of an unfolded waveguide and £ and h are defined in Figure 7. The beam current
was set at 0.5 A, which is less (by a factor 10) than the designed beam current of 5 A, to reduce
the beam potential depression effects observed in the 2-D simulation. In the simulations, a high
power drive signal of 3 kW was injected to save simulation space and time for saturation. As a
result the high power 1f injection, a strong electron azimuthal phase bunching was observed after
only 4 passes through the folded waveguide circuit. Figure 9 illustrates MAGIC outputs; gain and
electronic efficiency versus the number of beam passes through the serpentine waveguide. The
saturated electronic efficiency is ~ 12 %. The linear gain of the device is expected to be around 1.6
dB/cm for a beamn current of 5A.

A cold-test model of the folded waveguide has been fabricated. A beam hole with a diameter of
86 mils was made on the narrow walls of the folded waveguide by wire EDM. A larger hole for
high beam power can be accommodated, however, at the expense of the increased rf mismatch near
the stop bands. Cold test measurements show a return loss of -12 dB at the stop-bands where the
space harmonic modes intersect and -20 dB in the propagation bands. The stopband frequency and
spacing are in good agreement with HFSS simulations. In order to increase the spacing between
the stop bands, a double ridged circuit is proposed for which broadband (>10%) operation may be
possible. The dispersion relation for the ridged folded waveguide gyro-TWT is depicted in Figure
10. Future work includes the study of the threshold conditions for the onset of backward wave

gyrotron oscillations for the space harmonics and the development of a slow-time scale non-linear
simulation code.
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Figure 1. Schematic of the broadband tapered
harmonic gyro-TWT amplifier with magnetic
field and cutoff frequency axial profiles.
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WIDEBAND GYRO-TWT AMPLIFIER EXPERIMENTS

J.1. Choi*, G. S. Parkl, S. Y. Park], C. M. Armstrong, A. K. Ganguly,
R. H. Kyser$, and M. L. Barsanti
Naval Research Laboratory, Code 6840, Washington, D.C. 20375

INTRODUCTION
Research on broadband, multi-kilowatt millimeter wave gyro-TWT amplifiers operating at low beam power (< 300
kW) is attractive for applications such as electronic warfare, radar, and commaunications. In order to achieve wideband of
amplification in gyro-devices, the waveguide is either tapered along the axial distance or loaded with disks or dielectric. Two
Ka-band gyro-TWT amplifiers are coasidered; (1) a tapered rectangular waveguide and (2) a dielectric loaded
waveguide. A frequency multiplied harmonic interaction in tapered waveguide is also investigated for W-band f
amplification.

TWO-STAGE TAPERED GYRO-TWT AMPLIFIER

Previous experiments on the single-stage Ka-band tapered gyro-TWT at NRL! have demonstrated high power (~$
kW), millimeter wave amplification with an instantaneous bandwidth > 30%. It was found that gain in the single stage
amplifier was limited by reflection-type oscillations caused by the rf mismatch in the vacuum window. Separation of the
input section from the output section will stabilize such oscillations.

A two-stage Ka-band gyrc-TWT has been assembled and experiments are currently underway. Preliminary
experimental results show that there is some beam interception in the multihole directional coupler due to insufficient
maguetic compression of the smail orbit beam (33 kV, 1 A) produced by the MIG. An improved input coupler is designed
for better beam clearance and wider coupling bandwidth. A 3-D clectromagnetic code (HFSS)2 predicts a coupling value of
-0.4 dB and a bandwidth of 60 % (22 GHz - 40 GHz).

Numerical results obtained from a slow-time scale non-linear code> predict a two-stage gain of ~ 30 dB, an electronic
efficiency of 20 - 30 %, and an instantancous bandwidth of 10 - 15 % for Avz/v; = 2 %. In contrast (0 the single-stage gyro-
TWT, the bandwidth is expected to be very sensitive to axial velocity spread.

RIDGED SLOW WAVE CYCLOTRON AMPLIFIER

A dielectric loaded rectangular waveguide can provide a constant group velocity over a wide frequency range. thue
1 shows a cross-section view of the ridged circuit loaded with two dielectric slabs. Ahxghquamyaxxs-encuclmgbm (60
kV, 5 A, a = 1) couples with the siow wave. The dielectric height is less than that in the beam tunnel to insure that the
fundamental beam line does not intersect any undesired higher order hybrid modes in the operating frequency range. The ridged
circuit has some advantages over a regular rectangular shape. First, the dielectric slabs can be protected from beam
interception. Secondly, the peak electric field is shifted from inside the dielectric to near the ridges in the beam mnnel. Thus
the interaction coupling is expected 0 be improved.

Large signal calculations of the two-stage ridged SWCA predict a saturated efficiency of ~ 17 %, a gain of ~ 28 dB,
and an instantaneous bandwidth of ~ 20 % (29 - 36 GHz) for input power = 150 W, B = 7 kG, and Av,/v, =2 %. The results

Bommeslowumesaleum-lmwcodeagrecwuhMAG]Csmmmonsforamldbwn

A broadband rf window has been designed by the use of the HFSS code. It coasists of three sections of 1/4
wavelength BeO. As shown in Figure 2, the return loss is better than - 15 dB in the frequency range of 23.5 - 37.2 GHz
(bandwidth = 46 %).

FREQUENCY MULTIPLIED HARMONIC GYRO-TWT AMPLIFIER

The operation of a "frequency multiplier” broadband harmonic gyro-TWT amplifier configuration is also under
investigation. Figure 3 depicts the schematic of the amplifier, and the axial profiles of the non-linear tapered magnetic field (9
- 13 kG) and the circuit cutoff frequency. A Ka-band frequency drive signal is injected in the tapered fundamestal input section
to modulate the axis-encircling beam (50 kV, 2 A), as in the two-stage tapered gyro-TWT. However, in the tapered output
section, the waveguide width is designed so that the waveguide mode is in phase synchronism with the third barmonic beam
cyclotron mode. As a result, amplified radiation in the tapered output section is extracted at frequencies increased by the
harmonic number. The operating waveguide mode is the lowest order mode, TE10, in both the input and output sectioas of
the amplifier.

*SAIC, McLean, VA 22102
1Omega-P, Inc., New Haven, CT 06520
$B-K Systems, Inc., Rockville, MD 20850
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in the range of 90 - 100 GHz. A drive signal of ~ 10 W in the 30 - 33 GHz frequency range is sufficient t0 saturate the
output power in the frequency range of 90 - 100 GHz.

CONCLUSION
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frequency multiplied harmonic gyro-TWT has been investigated to produce W-band radiation with ~ 10 % instantaneous
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DESIGN OF A 50 kW, BROAD Ka-BAND SLOW WAVE CYCLOTRON AMPLIFIER

J. J. Choi*, C. M. Amstrong, A. K. Ganguly, and M. L. Barsant
Naval Research Laboratory, Vacuum Electronics Branch, Washington, D.C. 20375

ABSTRACT
A two-stage slow wave cyclotron amplifier is investigated to demonstrate a high power,
stable, and broad Ka-band radiation source, operating at a low beam power (~ 60 kV, ~ §
amps) and a low magnetc field ( ~ 7 kG). A linear theory predicts that the second
harmonic gyro-BWO is competing in the amplifier and can be stabilized by inserting a sever
in the interaction circuit. A slow-time-scale non-linear code, with a sever included, predicts
a saturated gain of 24 - 28 dB, an efficiency of 15 - 17 %, and an instantaneous bandwidth
of 15 - 20 % at a beam axial velocity spread of 2 %. A broadband rf coupler and a mode
converter are designed by the use of a 3-D electromagnetic, finite element code. Measured

rf characteristics are in good agreement with predictions.
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L. INTRODUCTION

Increasing demands on broadband radiation sources in millimeter and submillimeter
wavelengths for applications such as high resolution radar/communications! make gyrotron
devices attractive because of their high power handling capability. The Vacuum Electronics
Branch at NRL is making continuing efforts in the development of stable, broad
(bandwidth > 20 %) Ka-band gyro-amplifiers operating at a low beam power (< 100kV, <
5 amps). One of the recent gyro-amplifier experiments is a tapered single-stage gyro-TWT
amplifier2. It has demonstrated a saturated power of S kW and an instantaneous bandwidth
> 30% in the Ka-band frequency range. As in usual single-stage amplifiers without severs,
however, the gain was limited by the traveling wave mismatch between the RF amplifying
circuit and the vacuum window. A two-stage tapered gyro-TWT3 reduces sensitivity on
the wave mismatch and enhances the amplifier gain without gain fluctuation with
frequency.

Gyro-devices such as tapered gyro-TWT amplifiers are operated at a very high
external magnetic field, e.g.. 9 - 14 kG to produce Ka-band radiation. Harmonic
operations in gyro-peniotrons* and gyro-TWTs with a vane structureS are proposed to
overcome such a high magnetic field requirement. Another concept on a millimeter wave
gyro-device operating at a low magnetic field is a dielectric loaded slow wave cyclotron
amplifier SWCA). The beam-wave instability in the SWCA (called Weibel instability6)
takes place when the gyrating beam is in resonance in phase with a slow waveguide mode
and an axial bunching due 10 a ¥, x B force dominates where ¥, is a beam perpendicular
momentum and B is a if magnetic field. It is shown that the Weibel instability competes
with a cyclotron resonance maser instability: azimuthal bunching dominates in a fast wave
region and axial bunching dominates in a slow wave region/. One advantage of the SWCA
over the harmonic gyro-devices is that a SWCA interaction range can be designed to be
broadband because a constant wave group velocity is maintained over a wide frequency

range when the waveguide is loaded such that the wave group velocity is close to the beam




axial velocity in the slow wave region (vph < ¢). In addition, a fundamental cyclotron
mode can couple to the lowest waveguide mode, thus less mode competition is expected.

Linear theories on the dielectric loaded slow wave cyclotron amplifier were reported
for both a rectangular waveguided and a circular waveguide? in early 1980s. The
experiment at Yale proved the principle of the slow wave cyclotron interaction in a higher
order mode, TEQ| circular waveguide model0. However, the interaction circuit was not
optimized due to the lack of a large signal non-linear theory of the beam-wave interaction.
Further, the bandwidth of the amplifier was not as wide as expected, probably due to low
beam quality with large axial velocity spread and mode competition with other hybrid
modes and backward wave oscillations. No other experimental result on the SWCA was
published.

Recently, a slow-time-scale non-linear code! ! has been developed for the SWCA.
The present paper describes, by the use of the non-linear code, detiled design studies on a
two-stage SWCA with a sever to demonstrate a stable, broadband millimeter wave gyro-
amplifier with high gain. Amplifier stability in the second harmonic gyro-BWO was
examined from a linear theory. To demonsirate the wide bandwidth of the amplfier, a of
input coupler was designed for a high directivity and a high coupling value over a
broadband frequency range. A compact multi-hole directional coupler has been
constructed, based on a Chebyschev coupling lheory12 and a Bethe's coupling theoryB.
Cold-test measurements show good agreement with theoretical predictions and simulation

results from a 3-D electromagnetic, finite element code (HFSS 14).

[1. DISPERSION CHARACTERISTICS
A proposed experimental configuration is shown in Figure 1. Since the Larmor
radius of a gyrating beam is larger at smaller magnetic field, an axis-encircling beam is used
to couple the lowest mode of a dielectric lined rectangular circuit. A high quality axis-

encircling beam is produced from a triple-pole-piece center-posted gunls. A ratio of




perpendicular velocity to parallel velocity, a = v1/v|), is extemally controlled by a bias

voltage applied to two electrodes placed directly after the cathode and magnetic fields in the
pole piece region. As shown in Figure 1, two dielectric slabs line the narrow walls in the
circuit. Transtarl6 (AlR03 (99.9 %), relative dielectric constant (€;) = 10.1) was chosen
because of low loss tangent (~10-4) and high dielectric strength (~190 kV/cm). Wave
dispersion characternistics of a dielectric lined rectangular waveguide are generally described
by LSE (longitudinal section electric) and LSM (longitudinal section magnetic) modes17.
LSEx (Ex = 0) and LSMx (Hx = 0) modes are often refered as TEx and TMx modes
respectively where electric fields for LSEx and magnetic fields for LSMx can be either
symmetric or asymmetric with respect to x = 0 plane. Using the boundary conditions of
Eom=E?an=0 on conduclor and Eom,,=Ed . H?m=Hd ,
eos‘,{m = edEgom. '-‘OHgorm =Hq Hgom, on vacuum-dielectric interface where 0 and d

denote vacuum and dielectric regions respectively, one can get dispersion relations as

Kpm tankppd — kg €Otk pmw = 0

Kpm €Otk 1 d + Knpcotkpmw = 0 Equ. 1
for even symmetry TExpm. odd symmetry TExpm modes. and

€rkpmtank qd + ko ankymw =0

€Kpm Otk ppd = Ky tankynw = 0 Equ. 2

for even symmetry TMxnm. odd symmetry TMxpm modes respectively. Here, kpm is
((2xf/c)2-(mn/Ly)2-ky2) /2, knm' is (er(2nf/c)2-(mr/Ly)2-ky2)1/2, Ky is an axial
propagation constant, £r = €4/€Q, d is the distance from center to dielectric, w is dielectric

thickness, and Ly is height. The subscript n is the n-th root of the dispersion relations.




The lowest mode, TEx]Q-even, was chosen as an operating mode. The only non-zero
electric field of the TEx |0-even mode is an Ey-component, given by
0 Ky
E,=A_,—cosk
y =%m € nmX

ey coskamd Gk’ (L —ix))

Eg =An :
£g sinkyqw Equ. 3

where Lx =d + w and Am is constant. As shown in Figure 2, it is interesting 10 note that a
peak electric field of the TEx ]Q-even mode shifts into a dielectric region as frequency
increases. This is difterent from the case of an empty metallic waveguide in which a
transverse electric field profile is independent of frequency. It indicates that a beam-wave
coupling strength in the slow wave structure is weak in a high frequency region, as w1ll be
also shown in non-linear simulations later.

The slow waveguide mode becomes unstable when in phase synchronism with a

beam cyclotron mode, given by

w =S%+ kuBuC qu.l. 4

where s is a harmonic number, w/y is a relativistic cyclotron frequency and B is a beam
axial velocity. Uncoupled dispersion relations of a fundamental beam mode and six lowest
waveguide modes in a regular rectangular dielectric lined circuit are calculated using Equ. 1
and Equ. 2 and plotted in Figure 3. It is also shown that HFSS simulations on dispersion
relations are in good agreement with the calculation. Note that the TMx 1] mode intersect
with the designed TEx 10-even mode at ~ 33 GHz. An irregular circuit, as the cross-section
view is shown in Figure 1, is.designed so that the fundamental beam mode does not
intersect with any undesired TMyx modes in band. The dielectric height is less than the

beam tunnel and tapered down by 5° to raise cutoff frequencies of the TMx modes without




affecting the TEx modes. Waveguide dispersion curves of the irregular circuit obtained
from the HFSS code are presented in Figure 4.

An experimental verification was pertormed by the use of a HP 8510B network
analyzer to check the validity of the code results on the dispersion characteristics. A rf
signal couples in and out from an enclosed cavity by means of two small coupling holes to
avoid perturbation of the resonant peaks. As shown in Figure 4, measured resonant
frequencies of the TEx | 0p-even modes (axial mode index, p = 1. 2, 3, and 4) are in good
agreement with the prediction. This measurement also provides a measured value of the

dielectric constant of Transtar. g = 10.1.

III. STABILITY ANALYSIS AND CIRCUIT DESIGN

A seli-consistent slow-time-scale non-linear code! 1 has been used to simulate the
performance of a single stage SWCA. In this formulation, th: electromagnetic field is
expanded as a superposition of unperturbed TE modes of an empty waveguide. Maxwell's
equations are averaged over a wave'period. allowing a series of slow-time-scale equations
to be derived for the evetution of the amplitude and phase of eack TE mode as driven by an
electron beam in an external guide magnetic field. In general. the guide magnetic field is
axisymmetric but nonuniform. The modes are coupled through their mutual nonlinear
interaction with the ensemble of beam electrons. The wave-period averaging allows multi-
mode interactions to be considered provided the frequencies are integral multiples of a
fundamental frequency. and provided the time average is done over the fundamental wave
period. In this case, the particles that enter the interaction region at times separated by
integral multiples of the fundamental wave period will execute identical trajectories even
though they interact with many modes. The time-averaged ficld equations are integrated
simultaneously with the three dimensional Lorentz force equations that determine the
particle orbits. No averaging is done for the orbit equations. The trajectory of each particle

is calculaied by summing contributions from each mode. The non-linear equations for




gyrotron traveling wave amplifiers including the effects of guiding center motion and axial
velocity spread. The theory can be easily extended to include a nonuniform guide magnetic
field. In the simulation, all other modes except a TEx | 0-even mode are assumed to be
absent and ohmic loss of a diclectric matenal is ignored.

Since the peak RF field is located in the dielectric in the slow wave region, the beam
should be propagated close to the dielectric surface for high efficiency. However, in
practice, a beam radius (or, a Larmor radius in a axis-encircling beam) can not be more than
0.9 d because of difficulties in aligning a beam axis to a magnetic field axis and in having a
straight field axis. In the present design, a 30 mil clearance between a beam and a
dielectric surface is chosen. To compensate the weak interaction due to such a large
clearance for beam propagation. a longer interaction length or a higher input power would
be required for saturation. Increasing the input power for saturation is limited by the
threshold breakdown power of a diclectric and power handling capability of waveguide.
Figure 5 shows the difference of saturation lengths between the case of a 30 mil clearance
and 15 mil clearance where a beam axial velocity spread, Aviyv|| = 2 % is assumed for both
cases. The interaction length for the case of 30 mil clearance is about 30 % longer,
compared with the case of 15 mil clearance. Note that the saturated efficiencies are about
the same for the two cases. Figure 6 illustrates a large signal efficiency versus axial length
for Avyv||=0%, 2 %, and 4 %. The efficiency is very sensitive to the velocity spreads.
This is because the SWCA interaction takes place in the large value of propagation
constant, k|.. An interaction circuit length, Lz = 27 cm, is determined where a maximum
efficiency occurs at Avjyvj} = 2 %.

As seen in the dispersion relation in Figure 4, a possible oscillation in the second
harmonic TEy jg-odd mode exists in such a long single-stage SWCA circuit. A universal
equation for a gyro-BWO threshold condition is derived in other literaure18. A BWO

threshold current or length is predicted by solving
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5 (- 2A/3

z m) -exp(jok;L;) =0 Equ. 5

where A is a detuning parameter. A = ky+(@ -sQ./y)/PBy. and L, is an interaction

length normalized by Ly. The three 8k; values are roots of a cubic equation,
Sk(Sk - A +£3=0 Equ. 6

where the coupling constant, €, is related to all beam and circuit parameters. A general

solution of Equ. 5 is gL, = 1.9733 where g is related to € through

3_ EkgpLly)*
.zﬂa! koLx

Equ. 7

A linear theory8 of the slow wave cyclotron interaction predicts a coupling constant of

Clh Bz Lx . ' 2
£= LA 1+ )0k i) J (k.. Equ. 8
8egmoc” 1By Lye{ ofcke 0)}{ . LrL)}

where 4regmocfe = 17.1 KA. Ly is a circuit height. rg is a beam radius, 1, is a beam
Larmor radius. A dimensionless quantity, ©, for odd-symmetry modes such as a TExp(-

odd mode is given as

: 2 2 : '
=9 [|_sinZkypd) e w _k'?mcoszkmd | Sin 2K’y w
d+wl  2kppd | egd+w ks costk'ymW 2k g W

Equ. 9




For even-symmetry modes. sin2kpmd is replaced with -sin2kpmd and cos2kpmd with
sin2knmd. From Equ. 7 and Equ. 8, a threshold current of gyro-BWO in the second
harmonic TEx 10-odd mode interaction is derived as

_deqmoc® B} Maly g'e Equ. 10
= 3 . -
e PB% (kpmLy) {1+Jo(2kmro)}{ls(kml1_)}2

I

where a cold beam is assumed. Figure 7 illustrates threshold currents versus interaction
circuit length for a = 0.6, 0.8, and 1. Since a single-stage circuit with an interaction length
of 27 cm is predicted to excite the second harmonic gyro-BWO, a two-stage circuit with a
sever is employed for stable operation of the amplifier at high gain. A circuit length of each
section is determined 10 be shorter than the threshold length corresponding to the operating
beam current of 5 amps.

The slow-time-scale non-linear code used for examining the single stage SWCA has
been modified to design a two-stage circuit with a sever. In the code, rf electric fields are
set at zero in the sever region. Since a saturation length or power depends on an input
frequency, all the following simulations were optimized at a frequency of 30.4 GHz.
Figure 8 shows gain and efficiency versus input rf power where Avj/vj| = 2 %, input
section = 13.6 cm, sever = 1.5 cm, and output section = 14.1 cm. Saturation occurs at the
input power of 200 wats. The dependence of electronic efficiency on a sever length is
depicted in Figure 9. A sever length of 1 - 2.5 cm is determined to be an optimum length.
As shown in Figure 10, large signal simulations of the two-stage SWCA predict an
efficiency of ~ 15 %. gain of ~ 24 dB, and an instantaneous bandwidth of ~ 15 % where
Aviyv) =2 %. Table | summarizes the design parameters of the two-stage SWCA.

A 2-1/2-D particle-in-cell (PIC) code, MAGIC 19 simulation with a cold beam is
performed to compare with the large signal results from the slow-time-scale non-linear

code. The PIC code includes a fast-time-scale phenomena and space charge effects which




are assumed to be negligible in the non-linear code. MAGIC is capable of modeling and
simulating the SWCA circuit because both the axis-encircling beam and the Ey-component
of TEx 10 modes are symmetric along y-axis. A sever is modeled with two lossy dielectrics
lined on the side walls which resistivity changes gradually along axis so that a return loss is
negligible. A TEx|(-even mode with frequency = 30.4 GHz and input power = 147 W is
launched at the beam entrance. As shown in the MAGIC output plots in Figure 11, an
injected rf field keeps growing in the input section until it encounters the sever in which rf
power is attenuated by - 23 dB. A bunched electron beam passes through the sever and
gives up its kinetic energy to a rf energy in the output section until saturation. Rf growth
becomes saturated at ~ 26 cm, which is in good agreement with a saturation length of 26.3
c¢m predicted from the non-linear code. Energy re-aborption to the electron beam after
saturation is secn as well. This is because, as mentioned early, the circuit length for
saturation is optimized at Avjy/v|| = 2 %. Both a frequency spectrum and a transverse mode
pattern confirm a single TEx | )-even mode at 30.4 GHz. An amplified rf power is obtained
by calculating a slope in Figure 11(b), which is an energy gained from rf to an electron
beam divided by a time period. The calculated gain of 25.6 dB agrees with 26 dB obtained
from the non-linear simulation. The small discrepancy could be due to the difference in
modeling the sever: in the non-linear code. the whole sever region assumes zero field
whereas, in the MAGIC, rf attenuates gradually as in an actual tapered sever. No gyro-
BWOs were excited as expected. More MAGIC simulations with different input powers
are presented in Figure 12, showing good agreements between the particle-in-cell code and
the slow-time-scale non-linear code.

When a high energenic electron beam is intercepted in the circuit, an rf amplification
would no longer last because a temperture rise in the dielectric changes the dielectric
properties. Another source of a temperature rise is in a finite loss tangent of Transtar.

Power dissipation is wrillen as




Pdsp=%me,eomn8]vlﬁlz dv Equ. 11

where 1and is loss tangent, E is given in Equ. 3, and integration is over dielectric volure.
For loss tangent of 104, the ratio of a dissipated power in the dielectric power to a total
power in the circuit is calculated to be -23 dB, which is significant in the operation with a
high duty cycle. The sensitivity of the amplifier performance on the change of a dielectric
constant was examined. As shown in Figure 13, an efficiency and bandwidth of the
amplifier drop by haif when the dielectric constant is changed by ~ 2 %. A cold-test has
been performed to observe a dielectric constant change as a function of lemperature by
measuring cavity resonant frequencies of a TEx 1(04-even mode. A thermal expansion of the
cavity metal enclosure and the dielectric was taken into account in calculating a dielectric
constant. As shown in Figure 14, the dielectric constant of 10.08 at room temperature
changes 10 10.23 at 200 °C, which was observed similarly in other dielectric materials20,
Therefore, wemperature rise should be monitored during experiments, and circuit cooling
may have 1o be applied.

In order to drain the space charge off in case of electron beam bombarment, a
conducting material should be applied on the dielectric. Arrays of thin wires on the
dielectric surtace perpendicular 10 the electric ficld direction would cure the charge buildup
problem. However, HFSS simulations predict that hybrid modes become very dense near
the operating mode, resulting in undesifed mode competition. A thin conducting film
which thickness is much less than a skin depth is sputtered on the dielectric surface to drain
the space charge off.

IV. RIDGED SLOW WAVE CIRCUIT
A ridged irregular circuit, as shown in Figure 15(a). is proposed. It consists of two

dielectrics lined on the narrow walls and four metal ridges next to dielectrics. Dielectric




height is less than beam tunnel as before. so that TMx modes can not be supported in the
circuit in the operating frequency range. One of the major advantages is that the metal
ridges prevent electron beam bombarment on dielectrics. Therefore, one can design the
circuit of shorter length and tighter clearance between beam and dielectric. In addition,
beam-wave coupling in the ridged circuit is expected to be stronger than the circuit without
ridges because a peak electric field shifts from inside dielectric to near ridges. Electric field
distributions for the cases of a regular curcuit and a ridged circuit are shown in Figure
15(b). With a 20 mil clearance, the large signal non-linear simulations are performed
assuming a regular circuit. It predicts an efficiency of 17 %. a gain of 28 dB, and an
instantaneous bandwidth of 20 % (29 - 36 GHz) where input section = 9.3 cm, output
seetion = 13,9 em, sever = 1.2 ¢m, input power =90 W, and Aviyv) =2 %. A dispersion
curve of a TEx () mode in the ridged circuit is not significantly atfected by the ridges and
the irregular diclectric shaping. Even broader band operation than the predicted bandwidth
(> 20 %) may be possible because a constant group velocity of the TEy ] 0-even mode
extends to the high frequency regime. A drawback of the ridged circuit would»bc f
breakdown across the ridges and thus it is not suitable for extremely high power
applications. However, HFSS simulation predicts that the peak electric field around the
ridges are ~ 30 kV/em tor rf power of S0 kW, which is less than the breakdown threshold

tield in vacuum (~ 100 kV/cm).

V. BROADBAND RF COUPLER
A rf coupler in the SWCA should have a broadband coupling characteristic. A
direct side wall coupling on the dielectric lined circuit by a multi-hole directional coupler
was considered, in which scheme undesired oscillations in the coupling region may be
avoided if a length can be designed to be short. However, since a coupling hole spacing is

a quarter-wavelength and becomes shorter by a factor of (g,)1/ 2 than a regular metallic

waveguide, a number of small holes are required to have a high coupling value. As a
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resull, a towal longitudinal length may become longer than a circuit length. In the present
design, as shown in Figure 1. an input rf power is coupled into the dielectric lined circuit
by two steps: (1) the rf signal from a frequency synthesizer is coupled through a broadwall
multihole directional coupler in rectangular Ka-band waveguides, and (ii) the fast wave in
the Ka-band waveguide converts into a slow wave in the circuit. The amplified of in the

output section can be coupled out either directly through the mode converter to a Ka-band

waveguide, or through a directional coupler so that beam is separated from rf. Both a
directional coupler and a mode converter are designed so that the maximum rf power can be
transferred into the desired mode in the circuit, TEx]0-even mode. Further, a retum loss
on each component has 10 be designed to meet the amplifier stability condition, G > L +
Rin + Royt. where G is an amplifier gain, L is a circuit ohmic loss. Rjp, is a reflection in the
input end and R, is a reflection in the output end.

A compact (~ 6 cm long) input directional coupler was designed for high forward
coupling strength and wide handwidth ia a Ka-band frequency range, based on the 8
element/4 array Chebyshev theory and the Bethe's coupling theory. Consider a wave
incident on port 1 as shown in Figure 16(a). In general, for a n-hoie distribution, a

backward coupling amplitude seen on port 3 is given by

n .
Apack = ;:la;:'z-‘("l)o Equ. 12
1= ’

where ¢ is a phase difference between two adjacent holes and a; is a coupling amplitude of

ai-th hole. For a 8-hole distribution (n = 8), a backward coupling amplitude is written as
1A pack!= 2{a; Ty(cos ¢) + a, Ts(cos 9) + a3 T3(cos§) + a4 Ty(cos$)}  Equ. 13

where the 8 holes are assumed to be symmetric, or lajl = lag.il, and a property of a

Chebyschev polynomial function, Tp(cos®) = cosno, is used. In order to have a




Chebyschev equal ripple directivity over a given frequency band, Equ. 13 is required to be
equal 1o AgT,_i(cosd/cosdg) where Ag is a maximum amplitude of a backward
coupling. From this cquality, a Chebyschev taper of coupling amplitude is derived in erms
of cos¢Q.

Superposition of Chebyschev arrays yields a high coupling strength and broad
bandwidth in a limited coupling area. The unknown parameter. ¢y, is determined from the
condition of equal coupling strength of a uniform hole array. A distribution of 8 elements
and a superposition of 4 arrays are illustrated in Figure 16(b). To have equal coupling
amplitude in the uniform region, it requires a) + a4 = a2 + a3. This determines the ¢g-
value. Note that the quantity, (a] + a4q), represents a coupling amplitude per hole in the
uniform hole region. Since, in a rectangular waveguide, two rows of a longitudinal multi-
hole coupling array can be placed, a total coupling amplitude is 32 times (aj + a4). For
instance, a forward coupling of (0 dB requires a coupling per hole of -30.1 dB for 32
identical holes.

With a otal coupling value given, a hole size and a hole location are determined
from the Bethe's small hole coupling theory. For two identical rectangular waveguides, a

coupling amplitude through a single hole is given by

2 2 2
. 647R® WA (2 ) 278 [ P
iy = | {£1 - | 2B | - & LAY s
Acoupting J3L3Lb7xg[{ 2(1) (2La . La+ 2L,
Equ. 14

where ).g is a guided wavelength given as c/[f(l-(fcolf)z)ll 2]. R is a radius of a circular
coupling hole, { is the‘ distance from waveguide side wall to center of hole, and La and Lp
are waveguide width and height respectively. The upper (lower) sign denotes forward
(backward) coupling amplitude. Since the Bethe's theory was developed with the

assumption of coupling through a smali hole which thickness is negligible, a correction for




a large area of the coupling aperture is necessary for a better estimation of the required
coupling strength. The thickness of the coupling wall makes significant effects on the
coupling strength because of the exponential attenuation of rf in the coupling wall given

Equ. 15

where t is a coupling wall thickness and fco is a cutoff frequency in a rectangular
waveguide. A coupling amplitude correction due to the resonance effect2 in the hole

given by

Equ. 16

should be also considered, where fcq is the cutoff frequency of a fundamental mode in a

circular coupling hole. The effective coupling amplitude is the sum of all three, or

Actr = Acoupling + Athick * Areson Equ. 17

In Figure 17. a coupling strength of each circular hole, Aeff, is plotted as a function of a
hole location, {, for various hole radii where frequency is a mid-frequency, 32.9 GHz.
There are several choices of hole radius to meet the required coupling strength of each hole
of -30.1 dB. In order to examine coupling flattness over frequency, Aeff versus frequency
for various hole radii is plotted in Figure 18. Note that coupling of each hole becomes

weaker as frequency is away from the cutoff frequency. Since the multi-hole directional




coupler is designed for a broad bandwidth with minimum ripples in band, a hole radius is
determined at 2R/L3 = 0.368 or R = 0.131 cm. Other tapered hole radii are determined
similarly trom the Chebyschev taper of the coupling amplitude. discussed early. It is
interesting to note that coupling strength of each hole

A minimum directivity (where a directivity in dB unit is defined as D = 20

log(Afwd/Aback)) is estimated from

|
Dpmin = 20l0g T,y _j{(———
min 08 1p l(cos¢o) Equ. 18

where a forward coupling amplitude is |Agygl= AgTp_1(1/cosdg) and -1 < Tp.] < 1 is
used. A hole spacing is determined from Ag/4 where frequency is a center frequency of
minimum and maximum frequency obtained from the inequality. And, a coupling

bandwidth (minimum and maximum [requency) is oblained through

¢0$2—;-l-.<.n-¢0 Equ. 19
8

where £ is a hole spacing. Table 2 summarizes design parameters of a multi-hole
directional coupler.

To compare the coupling theory and the finite element code, HFSS, the couplér was
simulated where rectangular holes with rounded corners are used instead of circular holes
in order 10 increase the coupling swengih. Simulation results, as shown in Table 3, are in
good agreement with the coupling theories. Based on the designed parameters, a
directional coupler was fabricated using electrical discharge machining. Figure 19 shows a
forward coupling measurement obtained from a HP 8510B network analyzer.
Measurements show a coupling value of -0.4 dB over 22.7 to > 40 GHz (BW 2 60 %),

minimum directivity of 40 dB, and return loss of < -25 dB, which are in good agreement of




the predictions. Note that the coupling flatness covers the whole Ka-band frequency
range. It was also observed in the HFSS simulation as well as the coupling theor . that,
by reducing the coupling wall thickness from 10 mil to 5 mil, a more compact« 4 cm
long) coupler wi:th a hole distribution of 8 elements and 3 arrays can be designed  :h the
coupling strength and flatness as good as the present coupler.

The waveguide mode coupled through the directional coupler is a TE]( st wave.
In order to convert the TE}( fast wave mode to the operating TEx 1Q-even mode, a mode
converter is necessary between the directional coupler and the circuit. The mode converter
has two symmetric dielectric slabs which facilitates the propagation of the TEx]Q-even
mode. The convzrier employs two tapered sections; (1) a linear taper of two dielectrics in
the uniform Ka-band waveguide where a fast wave TE | mode converts into a slow wave
TEy j0-even mode, and (2) both tapered dielectrics and surrounding metallic waveguide to
match with the smaller circuit dimension. HFSS simulations predict pure mode conversion
(coupling value ~ - 0.02 dB) and low return loss (~ - 30 dB) in the frequency range of 22 -
36 GHz. Figure 20 illustrates the difference in the mode conversion efficiency between
two mode converters with an irregular dielectric shaping and a regular dielectric with
squarc-coraers lined in the rectangular waveguide. Note that, for the mode converter with
a regular dielectric shaping, there is a mode conversion to a TMx | | -even mode at ~ 33
GHz where the TMx | 1-even mode has the same phase velocity with the TEx 1(Q-even mode
(as seen in Figure 3). Since the dielectric mode convertor is designed such that only
TEx jg-even mode in the dielectric loaded cil:cuit can couple with the TE|g mode in the
standard Ka-band waveguide, all other hybrid modes which might be excited from beam
instability would be completely trapped in the circuit. This is another reason tha: a severis

inevitable in the circuit.

VI. CONCLUSIONS




A design study on the two-stage SWCA has been performed to conduct
experiments on broadband millimeter wave generation at a low magnetic field. A high
quality axis-encircling beam with low velocity spread is incorporated in the dielectric lined
slow wave circuit. To stabilize a gyro-BWO in the second harmonic TEx10-odd mode
predicted by a linear theory, a two-stage circuit with a sever is designed. Slow-time-scale
non-linear simulations of the two-stage SWCA with a 30 mil clearance predict an efficiency
of ~ 15 % , gain of ~ 24 dB (saturated output power ~ 50 kW), and an instantaneous
bandwidth of ~ 15 % at input power = 200 W and Avjy/v)| =2 %.

A compact multi-hole directional coupler with high coupling strength over a wide
frequency range was designed and fabricated to inject RF power in the input section.
Measurements show a coupling value of - ().4 dB over a 60 % bandwidth (22.7 10 > 40
GHz) and a minimum directivity of 45 dB, which is in good agreement with both
theoretical predictions and HFSS simulations. The HFSS-code was utilized to design a
mode converter to couple a fast wave injected from the directional coupler into the slow
wave in the circuit. Simulations show pure mode conversion (coupling value ~ - 0.02 dB)
and low return loss (~ - 30 dB) in the frequency range of 22 - 37 GHz. One of the main
difficulues in the SWCA cxperiment will be beam propagation through the circuit.

A ndged slow wave circuit is predicted to be more practical because there is less
chance of electron beam interception directly on the dielectrics. Since the electric field is
enhanced near the ridges, the coupling strength becomes strong even in the slow wave
interaction region. By increasing electron beam filling percentage in the beam tunnel, one
can design for high gain (~ 28 dB) with shorter interaction length. A detailed large signal

performance of the ridged circuit will be investigated in the future.
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FIGURE CAPTIONS

Figure 1. Proposcd experimental configuration for a two-stage slow wave cyclotron

amplifier. A cross-section of an irregular dielectric lined circuit is also shown.

Figure 2. Transverse electric field distribution of TEx 10p-even modes where p is an axial
mode index.

Figure 3. Calculated uncoupled dispersion relations of a regular dielectric lined circuit
(TEx10-even, TMxj-even, TMx|1-odd, TEx]10-0odd, TEx]]1-even, TEx}1-0dd in the
order of lowest cutoff frequency). The filled square, open circle, open triangle, filled
triangle, filled circle. and cross denote the dispersion relations of TEx10-even, TMx11-

even, TMy ] 1-odd. TEx]0-0dd. TEx| 1-even, and TEx] 1-odd respectively, obtained from

HFSS simulations.

Figure 4. Uncoupled dispersion relations of an irregular dielectric lined circuit, obtained
from HFSS simulations (TEx j¢-even, TEx]0-odd, TM ] 1-even, TMx | 1-odd modes from
the lowest cutoff mode). Dots are measured cavity resonance frequencies of TEx 10p-even

modes where cavity dimensions are d= 0.123 cm, w = 0.097 cm, Ly = 0.246 cm, and L,

=1 cm,

Figure 5. Difference of saturation lengths between the cases of a 30 mil clearance and 15
mil clearance where Avi/v|| = 2 % for both cases. Optimum design parameters are d =

0.153 cm, w = 0.095 cm, Ly = 0.246 cm, B = 6.81 kG, a = 0.82, and input power for




saturation = 200 W at | = 30.4 GHz tor the case of 30 mii clearance; and d =0.123 cm, w

= 0.097 cm, Ly = 0.246 cm. B = 6.86 kG. & = 0.95, and input power = 170 W at f = 32

GHz for the case of 15 mil clearance.

Figure 6. Efficiency of a single-stage SWCA as a function of interaction length for Avjyvy

=0%.,2%,and 4 %.

Figure 7. Threshold currents of the second harmonic TEx )g-odd gyro-BWO as a function
of interaction circuit length for a = 0.6, 0.8, and 1. The operating region for a two-stage

SWCA is shown.

Figure 8. Gain and cllicicney of a two-stage SWCA versus input rf power where Avivy =

2%.

Figure 9. Dependence of electronic efficiency on sever length where Avj/vii = 2 % and

input power = 200 W.

Figure 10. Efficiency and gain of a two-stage SWCA as a function of frequency for Avjy/v||
=2 % and input power = 200 W.

Figure 11. Typical MAGIC outputs of a two-stage SWCA simulation: (a) electric field
growth along axial length at t = 4 nsec, (b) energy gained from rf to electron beam versus
time (negative slope corresponds to rf amplification). A TEx10-even mode with 200 W is

launched at left end and propagates toward right.

Figure 12. Comparison between MAGIC and slow-time-scale non-linear simulations.

Dots are gain obtained from MAGIC simulations.




Figure 13. Sensitivity of amplifier efticiency on the change of dielectric constant where

Avyvjl = 2 % and input power = 200 W.

Figure 14. Measured cavity resonant frequency shifts of a TEx 1 (04-even mode and the
corresponding dielectric constant values as a function of temperture. The frequency,

35.679 GHz, is a measured value at room temperature.

Figure 15. (a) cross-section of a ridged slow wave circuit, (b) electric field profiles of a

regular and ridged circuits.

Figure 16. (a) Model of a multi-hole directional coupler, (b) layout of 8 elemeats of

coupling holes and superposition scheme of 4 arrays where a; is the i-th coupling amplitude

of 5 different holes.

Figure 17. Coupling strength per hole versus normalized hole location (2L/L3) for various

hole radii where frequency is 32.9 GHa.

Figure 18. Coupling strength per hole versus frequency for various radii where hole
location is 2{/La = 0.393.

Figure 19. Measured forward coupling values obtained from a HP 8510B network
analyzer. Dots are the HFSS-simulated coupling values. Frequency sweeps from 20 GHz
to 40 GHz. Vertical scale is 3 dB/div.

Figure 20. Mode conversion efficiencies obtained from HFSS simulations: (a) an irregular
dielectric lined circuit, and (b) a regular dielectnc lined circuit.




Table 1. Summary of two-stage SWCA design parameters

axis-encircling beam

V~60kV

I-5A

B-~7kG

a~08

Avalvy=2%

length of input section = 13.6 cm

length of output section = 14.1 cm

length of sever = 1.5 cm

dielectric thickness = 0.095 cm

circuit width (Lx) =0.248 cm

circuit height (Ly) = 0.246 cm

dielectric = Transtan (Al203, 99.9%., £, = 10.1)
input power for saturation = 200 W

saturated output power = 50 kW

large signal gain = 2¢ <P

large signal efficiency = 15 %

instantaneous bandwidth = 15 % (25 - 34 GHz)




coupling value =( dB

number of holes per row = 20

coupling per hole = 30.1 dB

hole radius =0.131 cm

hole location from the narrow wall of waveguide =0.14 cm
hole spacing = 0.297 cm

thickness of coupling wall = 0.025 cm

bandwidth = 24 - 42 GHz

minimum directivity = 45 dB

Table 3, C i<on betw I imulati I li-hol

coupling value min. directivity 3dB bandwidth

(dB) (dB) (GH2)
theory 0 454 241042
HFSS -0.2 43 221042

cold test -04 45 227 0>40
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Diffraction Effects in Directed Radiation Beam
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A number of preposed applications of electromagnetic waves require that the radiation beam maintain a high
muwtymm&pmhhpmmm These applications include, among others, power beaming,

of particles, and directed-energy sources. The quest to achisve thess objectives —_"

has led to a resurgence of research on diffraction theory. We present a survey and critique of the analyses and
diffractionless

experimental tests of solutions of the wave equation in connection with so-called

and other directed

radiation besms. mwwmmmmmwm

ed-energy pulse trains, and electromagnetic bullets.

1. INTRODUCTION AND SUMMARY

Diffraction is a fundamental characteristic of all wave fields,
be they photons, electrons, etc. The effect of diffraction is
typically manifested when an obstacle is placed in the path
of a beam. On an observation screen some distance awsy
from the obstacle, one observes a rather complicated modu-
lation of the time-average intensity in the vicinity of the
boundary separating the illuminated region from the geo-
metrical shadow cast by the obstacle.!?

In many applications it would be highly desirable to prop-
agate a beam over a long distance without an appreciable
drop in the intensity. Aalnmmpleweatethepolnbﬂlty
of accelerating particles to ultrahigh energies by utilizing
high-power laser beams. Although the accelerating gradi-

ent in many of these schemes is extremely large, the actual
distance over which the particle and laser beams maintain
an appreciable overlap is limited. The overlap is reduced
because of the diffraction of the laser beam, and as a result
the net gain in the particle energy is limited.

With the use of high-power lasers and microwave sources,
diffraction of radiation beams with finite transverse dimen-
sions has become a problem of special importance. As an
example, consider laser radiation of frequency » emanating
from a cavity oscillating in the fundamental transverse
Gaussian mode. How far will this beam propagate in a
turbulence-free atmosphere? More to the point, how fast is
the falloff in the intensity of this laser beam?

The answer to this question is well known.? The scale
length for the falloff in intensity is given by the Rayleigh
range, defined by

ZR B fw°2/A, (1)

where wp is the minimum spot size, or radius, of the beam,
and A = 2xc/wis the wavelength. The minimum spot size wy
is also known as the waist of the radiation beam. The falloff
of the beam intensity as it propagates in space is a conse-
quence of the fact that initially the beam was constrained to
a finite waist wo. Diffraction then causes the beam to spread
in the lateral direction and, from energy conservation, the
intensity must drop off correspondingly. In the limit of an

0740-3232/91/050705-13805.00

infinitely wide beam, wo ~ =, the Rayleigh range is infinite,
there is no diffraction, and the intensity is constant.

A natural way to propagate a beam over long distances is.
to increase the Rayleigh range by employing a wider beam or
shorter-wavelength radiation. Clearly the width of the
beam is limited by the energy source available for pumping
the lasing medium, and short-wavelength lasers (x rays and
beyond) are not currently available. As a result, over the
past several years there has been an upsurge in ressarch on
such fundamental topics as propagation and diffraction
properties of radiation beams. 38 Briefly, the question be-
ing asked is as follows: *“Can diffraction be overcome?”
What follows is 2 summary of our review of diffractionless
and other directed radiation beams:

(1) Electromagnetic missiles (Section 4): Experiments
indicate the possibility of generating wave packets with a
broed frequency spectrum. The high-frequency end of the
spectrum determines the furthest distance the missile can
propagate, in complete accord with our understanding of
diffraction.

(2) Beesel beams (Section 5): A Bessel beam is a partic-
ular, monochromatic solution of the wave equation. Bessel
beams propagate no farther than Gaussian beams or plane
waves with the same transverse dimensions, and, contrary to
previous assertions, Bessel beams are not resistant to the
diffractive spreading commonly associated with all wave
Ppropagation.

(3) Electromagnetic directed-energy pulss trains (Sec-
tion 6): These are particular, broadband solutions of the
wave equation. We show that the experiment and the nu-
merical studies of these pulses are consistent with conven-
tional diffraction theory, and, contrary to previous asser-
tions, these pulses do not defeat diffraction.

(4) Electromagmetic bullets (Section 7): Elsctromag-
netic bullets are solutions of the wave equation that are
confined to a finite region of space in the wave zone. The
ultimate goal of the research has been to determine the
source function that leads to a prescribed form for the bullet
in the wave zone. Although the mathematical framework
for this has been established, no concrete exampie has ap-
peared in the literature.
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Sections 2 and 3 begin with a review of basic diffraction
theory, and our findings and conciusions are summarized in
Section 8.

After the completion of our research we became aware of a
number of related studies. In a review of diffraction-free
propagation, Godfrey arrived at conclusions similar to ours
tromagnetic directed-energy pulse trains.®® Ananev pre-
sented a concise and revealing analysis of Bessel beams and
noted that, in order to increase the propagation range, it is
necessary to illuminate the transmitter (aperture) as uni-
formly as possible.* In connection with this point, Bara-
kat’s variational analysis of apodization problems in the
context of Fraunhofer diffraction is noteworthy. ¢!

2. ELECTROMAGNETIC WAVE DIFFRACTION

Consider the radiation beam from a cavity of radius d. The
wave vector is given by Rjé,, corresponding to propagation
- predominantly in the z direction, and the magnitude of the
spread in the wave vector in the transverse direction is de-

noted by Ak, , with &y > Ak,. The angular spread of the
radiation relative to the z axis is
oﬁMllkg. (2)

On an observation screen at a distance 2, the radius of the
illuminated region is given by
wed+02 3)

The first term on the right-hand side of this expression
indicates the width of the region illuminated according to
geometrical optics. Beyond this region lies the region of the
geometrical shadow, and the second term in expression (3)
indicates the extent to which this region is illuminated be-
cause of diffraction of light. The distance Z over which the
angular spread leads to a falloff in the intensity is given by d
+6Z = 2d, or

Z=dfe. (4a)
The distance Z may be regarded as the scale length for
diffractive spreading of the beam.

As a first example, suppose that the transverse distribu-
tion of intensity in the beam is uniform. This is the case
when plane waves are apertured. If the radius of the aper-
ture is d, from a fundamental result of Fourier analysis,
Ak d =~ 1. The angular spread is therefore given by § = A/
2xd, where A = 2xk) is the wavelength. For this intensity
distribution, one thus finds that

For the case in which the transverse intensity distribution is
a Gaussian, exp(—r2/w¢?), of width wo, we have Ak, = 1/w,,

and the angular spread of the beam is of the order of § ~ A/
2xwy. In this case d = wp, and hence

ZG==2rwoz/&
which is twice the Rayleigh range Zp defined in Eq. (1).

(4c)

Clearly, diffraction is simply the physical manifestationof

the well-known result of Fourier analysis relating the
spreads in wave-vector space to the corresponding widths in
real space, Ak;Ax; =~ 1fori = 1,2,3. Asaresult, Eq. (4a)

B. Hafizi and P. Spraugle

emaﬁmdammtalrehﬂonthnvelhdlmhmd.

repeatedly in order to interpret the results of theory and =~
=Y 9

experiment on so-called diffractionless radiation beams.

3. DIFFRACTION ZONES (HUYGENS'S -
PRINCIPLE) - i
According to Huygens’s principle, each pc.. - on a given
wave front acts as a source of secondary wave . The field

at a point P is given by the sum over the < zvelets. . If u(r)
exp(—iwt) is the amplitude on an apertur.. an approximate
solution of the scalar wave equation at P is given byl

¥p(x, t) = (iIN) ! exp(—iwt) t - dSu(r)R- explinRic),

(6)

where R = [(x — )2 + (y = ¥)? + 2212 is the distance
between the area element dS’ on the aperture and the point
P, as shown in Fig. 1.

In the Fresnel approzimation the bionomial expansion of
R may be used to simplify Eq. (§) to

¥p = (IA2)"! expliw(z/c — t)]

x[ ds'u(x'y')up[ (”z;”z “'*”") ©)
aperture

For plane waves incident upon an aperture with linear
dimension d, thmmtwophymﬂymmlinmf«
approximating expression (6):

(1) Fraunhofer diffraction (far-field or wave-sone re-
gion): If . ,

z» d¥/), )
one may neglect the quadratic terms in the exponent of
expression (6), and the wavelets from the entire wave front
at the aperture contribute to the field at P. In the Fraunho-
fer region yp is simply the Fourier transform of the ampli-

tude at the diffracting aperture.
(2) Fresnel diffraction (near-field region): In the other

limit,
z<d¥, ®
it is necessary to retain the quadratic terms in the exponent

Elementarv
area dS’

o o 3

Aperture

Fig. 1. Radiation diffracted by an aperture in an opaque scresn.
The distance between the element of area dS’ on the apesture and
the point of observation P is denoted by R.
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Circular i
aperture of radws d
in opaque screen
Fig. 2. Diffraction through a circular opening of radius d in an
opaque screen. The point of observation P lies on the symmetry
axis.

Far-Fieid

— - -

Wave Zone

e, B P 1Y et rr—

intensity, | l

Fresnel Fraunhoter -

Fig. 3. Intensity profile on the axis of symmetry of a circular
aperture of radius d. The point of demarcation between near-field
and far-field regions is ~d%/\.

of expression (6), and the wavelets from a limited portion of
the wave front at the aperture make the dominant contribu-
tion to the field at P. In this case the integration in expres-
sion (6) may be taken to be over the entire z = 0 plane.

For plane waves incident upon a circular aperture of radi-
us d (Fig. 2), making use of Eq. (5), we find that the exact
field on the axis of symmetry is given by yp = exp(—iwt)-
lexpliwz/c) — expliw(d? + 22)V2/c]}, and the intensity | «
veyp® is

I « 1 - coslw|[(d? + 29" - 2}/c}. ©)

Figure 3 is a schematic plot of the intensity function [expres-
sion (9)} indicating in particular the transition between the
Fresnel and the Fraunhofer regions. Note that the intensity
drops off precipitously beyond z = 2xd?/), consistent with
the scale length defined by expression (4b).

We proceed now to examine the research on new solutions
of the wave equation, with particular emphasis on their
diffraction properties.

4. ELECTROMAGNETIC MISSILES

A. Theory
Consider first the case of a field, termed a missile, that falls

off more siowly than the usual 1/R law. The inventive step

is the use of a broad frequency spectrum. Depending on the

spectrum, the falloff with R may be as slow as desired.!-2¢
To appreciate the nature of this field, note that, for an

arbitrary source distribution within a region A as shown in
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Fig. 4, the energy delivered 1o a screen S, integrated over alil
time, is

(S, R) = f

de j dSA - ¢(E X Bl/4r,

where A is a unit vector normal to the screen and E and B are
the electric and the magnetic fields, respectively. For a
source with a bounded frequency spectrum, a scresn of fixed
area S, and for sufficiently large R, (S, R) ~ 1/R?, according
to well-known resuits.¢?

The current density for the electromagnetic missile de-
scribed in Ref. 14, J(r, t) = §(2)f(t)e;, 7 < d, is confined to a
disk of radius d, where r = (x2 + y2)1/2 is the radial coordinate
and f(2) is a given function of time. If A(w) and J(w) denote
the Fourier transforms of the vector potential and the cur-
rent density, respectively, then A(w) = { dPrd(w)exp(iuR/
c)/cR is a solution of the wave equation.‘? In the present
case, J(w) = 5(z)f(w)e,, and the vector potential on the axis
of symmetry is given by

d
Aw = ?:f- H(w) L drr(r® + 29712 exp[i 22+ z’)m]e,.

Making use of this expression for A(w), we find that the
Poynting flux along the z axis integrated over all time, U(z) =
fdte, - ¢«(E X B)/4x, is given by

U=mct [1 +2(z + d9)-17) L' dolf(@)l?

x (1 - coo{% (e +d2 - :]}) 10)

Note the resemblance between expression (9) and the inte-
grand of Eq. (10). Expression (9) is for a monochromatic
field and is based on the Huygens~Freanel principle, while
Eq. (10) is obtained from a rigorous solution of the full wave
equation.

In the limit 2 — = in Eq. (10), for a fixed frequency w,
cosf(w/c)f(z? + d?)12 — z]} — cos(wd¥/2cz) — 1, and the
integrand tends to zero. From Fig. 3, this result means that
the contribution of this frequency to the expression in Eq.
(10) lies in the far-field region and is thus negligible. Ata
given large z we can therefore write

Region y/

Screen
S

Fig. 4. Bounded region .A inside which there is a distribution of
charge p(r, t) and current J(r, ¢t). The origin of coordinate system 0
lies inside A. The distance between 0 and a point on the screen is R.
The unit vector normal to the screen is denoted by A.
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Us % L; dulf@)i? [1 - coslwd?/2cz)].
[

We see that the most important contribution is from the
high-frequency end of the spectrum, for which the given
point z lies in the near-field, Fresnel zone. The contribu-
tions from all the lower-frequency components will have
decayed to negligible values before reaching the given :z.
While the eventual falloff of any frequency component is as
1/z, the falloff of the time-integrated Poynting flux for the
wave packet depends on how rapidly |/(w)| decays or w > 2c2/
d®. Asan example, consider a source with a frequency spec-
ml‘

f(“) « [1 + (0/00)2]-(""'“,

where ¢ > 0. We note that this spectrum is not an analytic
function in the upper half of the w plane. The singularity in
the upper half-plane is a reflection of the unrealistic charac-
ter that f(t) extends over the entire time domain —» <t < =,
Fotthia hypothetical spectrum the time-integrated Poynt-
ﬂuxfalhofquc 1/2%, which can be as slow as desired
byukmgthe ¢ — 0. Consistent with this, the ampli-
tude varies as 2'2~, and the pulse width decreases as 1/2.22
In the time domain the function f(t) is symmetric with re-
spect to ¢t — —¢t. Evaluating the inverse Fourier transform
of f(w), one finds that f(t) ~ t12-3/4 exp(—wot) for ¢ > 1/wo-
For ¢ > 1/2 and t < 1/wq, f(t) = constant. However, for the
more interesting case of ¢ < 1/2, f(t) — t~1/2 when ¢ < 1/uwy,
indicating a singularity initially,15-2¢
For a realistic, or practical, frequency distribution the
important issue of truncation of the spectrum at a finite
frequency has been addressed by Wu et al.? Naturally, it is
found that truncating the spectrum at a frequency fn.: lim-
its the mazimum propagation range to a distance of the
order of the Rayleigh range corresponding t0 fngs.

B. Experiment (Electromagnetic Missiles)
The difficulties involved in an experimental study of electro-
magnetic missiles stem from the need to generate pulses
with extremely short rise times and suitably shaped wave
fronts.!® An antenna was used to generate a pure spherical
wave, which formed the primary puise, and the field reflect-
ed from a parabolic dish of radius 0.61 m (2 ft) formed the
secondary pulse. The puises were detected by a specially
designed sensor. The primary pulse was found to fall off as
1/22, the energy decaying by 1/16 when the sensor was moved
from 1.22 m (4 ft) to 4.88 m (16 ft) from the source. This
falloff occurred because the antenna, being a point source,
generated spherical wave fronts. The puise reflected from
the parabolic dish was found to resemble that of a circular
disk, similar to that studied in Subsection 4.A. Over the
same distance, the energy in this electromagnetic missile was
found to decay by just under 1/2. This behavior and the
diminishing puise width have been found to be in accord
with analytical predictions.!®

These experimental results indicate that a suitably tai-
lored pulse shape can be designed to have an energy-decay
rate essentially limited by the highest frequencies present in
the puise generator, in complete accordance with the ele-
mentary notions of diffraction of light. Propagation of a
composite pulse in free space is a dispersive process. Asthe
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beam propagates, the lowest-frequency components diffract
away first.

The generation and transmission of energy by electromag-
netic missiles is severely limited by the practical means of
launching wave packets with extremely short rise times and
pulse widths.

5. BESSEL BEAMS

A. Theory

An example of a so-called diffractionless i
beam is a Bessel beam. We note that a particular solution of
the scalar wave equation

(v2 - c-z %) M'. t) =(

is
¥ = expli(ksz — wt))
2544,
x j d8A()explik, (x cosd + y sin®)] (11)

for arbitrary 6 and A(9), provided that «? = c2(ks? + k, ?).
Here, k) and £, denote the magnitudes of the components of
the wave vectors parallel and orthogonal to the z axis, re-
spectively, and A = 2x/(kj2 + k,2)2 is the wavelength.
Since the z dependence in Eq. (11) is separated from the x
and y dependences, the solution is clearly diffractionless in
the sense that the time-average intensity is independent of 2.
In fact, the intensity is constant for all z and all 2.

Durnin considers the case in which A(f) = 1% In this
case, if one makes use of the expansion exp(i{ sin §) =
T adn(Dexp(ind), where J, is the ordinary Bessel function of
the first kind of order n,*3 Eq. (11) simplifies to ¢ =
2xJo(k s r)expli(kyz — wt)], where r = (x2 + y?)12 i3 the radial
variable.

Making use of the properties of the Bessel function,® one
can show that the energy content, § drrJy?(k ), integrated
over any transverse period, or lobe, is approximately the
same as that in the central lobe. This point will be impor-
tant in our interpretation of the diffractive properties of
Bessel beams.

B. Experiment (Bessel Beams)

A Bessel beam has an infinite number of lobes and therefore
has infinite energy. In the laboratory an approzimation to
this ideal beam is realized by clipping the beam beyond a
certain radius. The question is, given the finite transverse
size, how well is the diffractionless property preserved.

To answer this question Durnin et al.?® compared the
propagation of a clipped Bessel beam with a Gaussian beam.
(See also Ref. 27.) The full width at half-maximum
(FWHM) of the Guassian was taken to be equal to the
FWHM of the central lobe of the Bessel beam. In the
experiment the on-axis intensity of each beam was measured
along the axis of symmetry. The Bessel beam was claimed?s
to be “resistant to the diffractive spreading commonly asso-
ciated with all wave propagation” since its intensity was
obeerved to remain approximately constant for a much jong-
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er distance than the Guassian beam. The idea of a diffrac-
tion-free beam was further reinforced by using a geometrical
optics argument in order to obtain a formuia for the propa-
gation distance of the central lobe of the Bessel beam.

We shall now reconsider this comparison. The wave-
length of the radiation was A = 6328 A. For the Gaussian
beam exp(—r/wy?), wo was equal to 0.042 mm, correspond-
ing to a FWHM of 0.07 mm. For the Bessel beam Jo(k, r),
k, was equal to 41 mm~!, corresponding to a FWHM for the
central lobe of 0.07 mm. The beams were apertured to a
radiusd = 3.5 mm. The following order-of-magnitude dis-
cussion is based on expressions (2)—(4); a more rigorous anal-
ysis is presented in Appendix A. The angular spread due to
the natural width of the Gaussian beam is § = A\/2xw,, and
expression (3) takes the form w = wy + (A\/2xwo)z, where the

first term in this expression is wo, rather than d, since the

energy of the Gaussian is concentrated in the central peak.
The scale length for diffraction is the same as that given by
expression (4c), namely, Z; = 2xwo?/A = 1.75 cm. The
natural angular spread of the Bessel beam is § =~ &k, \/2x,
and expression (3) takes the form w = d + (k, A/2x)z, where
the first term represents the radius of the aperture since the
energy in each lobe is approximately the same and the lobes
all affect the propagation of the Bessel beam. The scale
length for diffraction is, therefore, given by d + (k  \/2x)Zp
= 2d, or Zg == 2xd/k; = 85 cm, which is consistent with the
experimental observation.

In the transverse plane the lobes of the Bessel beam dif-
fract away sequentially starting with the outermost one.
The outermost lobe diffracts in a distance of the order of
2x2/)\k, 2, which is approximately equal to Z;. The next
lobe diffracts away after a distance of the order of 2Z;. This
process continues until the central lobe, which diffracts
away after a distance ~NZg, where N denotes the number of
lobes within the aperture. In the experiment N = 50, im-
plying a propagation distance of the order of 50Z; for the
central lobe of the Bessel beam, which is consistent with the
measured value. Measurements of the on-axis intensity
displayed by Durnin et al. obviously fail to reveal the gradu-
al deterioration of the transverse beam profile. However, by
careful examination of Fig. 2 of Ref. 25, we find that the
numerical plots are consistent with such having occurred.
Therefore the Bessel beam is not “resistant to the diffractive
spreading commonly associated with all wave propagsa-
tion.” 2 Qur interpretation points out the significance of
each successive lobe’s having approximately the same ener-
gy. The central lobe persists as long as there are off-axis
lobes compensating for its energy loss, and hence the com-
parison with the narrower Gaussian beam in Ref. 26 is of
little significance.

Let us now consider the power-transport efficiency of the
beams.?® We note that, utilizing the full width of the aper-
ture, 2 Gaussiar beam propagates a distance of the order of
NZg, i.e., N times farther than the Bessel beam. Conse-
quently, in terms of diffraction-free propagation distance
per unit energy, the two beam profiles are equally efficient.
However, by appropriately curving the wave front, one can
focus nearly all the power of the Gaussian beam on a target
of dimension wy in a distance Zg. Hence, for this purpose, &
Gaussian heam would be significantly better than the Bessel
beam employed by Durnin et al. :
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6. ELECTROMAGNETIC DIRECTED-ENERGY
PULSE TRAINS

A. Theory

Electromagnetic directed-energy puise trains are particular
solutions of Mazwell’s equations.-3* The ressarch on
these pulse trains resuited from earlier studies of focus wave
modes.>1? To discuss these, we make the change of vari-
ables § = z — ¢t and r = ¢ and transform the wave equation

(V2 = ¢33/t W = 0
into the form

2

v, 2+ % 6% — c3/3r0)¥ = 0,

Making the assumption that
¥ = y(£, 1, 7)explivt/c) 12)
leads to an equation for the complex envelope ¥ -

24942 8 _ 28,

(VJ_ + 2we 6r+caros c 673)" 0.

Here r denotes the radial variable and V | is the differential
operator in the plane z constant. If (%, r, 7) varies slowly
compared with the characteristic scales 1/w and c/w, the
second derivative of the envelope function may be neglected,
and the wave equation reduces to

(vj + 2iwc™? a%) v =0 (13)

Expression (13) is an extremely useful approximation to the
full-wave equation in a vacuum. Note that the full-wave
operator is of the hyperbolic type, whereas the reduced-wave
operator is of the parabolic type. For this reason, expres-
sion (13) is sometimes referred to as the parabolic approxi-
mation to the wave equation.

A particular solution of expression (13) is given by

y=C %exp[-i tan~r/rg) = (1 = ir/rg)?hc], (148

where C is a constant,

w = w1 + (r/rp)'? (14b)
is the spot size, wo is the waist, and

TR = wwy/2¢? (14¢)

is related to the Rayleigh range Zz = wwo?/2¢ by g = Zg/c.
References 29-33 make use of the variables transforma-
tion

E=z~—=ct, n=z4+ct
in the wave equation in order to reduce it to the form
(vj+4£—£)~lrco.
Representing ¥ in the form
¥ = y(n, r)expliwt/c) (15)
leads, without any approzimation, to an equation for -




710 J.Opt. Soc. Am. A/Vol 8, No. 5/May 1991

2 gi -
(vL “‘cau)“’ 0. (16)
A particular solution of Eq. (16) is given by

y=C %2 expi—i tan"\(n/np) = (1 = infu)r*fu?],  (17a)

where C is a constant,

w = woll + (n/ag)]2, (17b)
and

nr = wwe’le (17¢)

is related to the Rayleigh range Zz = wwo?/2¢ by np = 2Z;.

Some remarks on the solutions in Eqs. (14) and (17) are in
order. First, Egs. (14) are solutions of the parabolic approz-
imation to the full wave equation. On the other hand, Eqs.
(17) are exact solutions of the full equation. Second, there is
a factor-of-2 difference between the scale length cry in Eq.
(14¢) and the scale length g in Eq. (17¢). Third, the solu-
tion of Eqs. (17) has infinite energy. Finally, the exact
solution in Eq. (15) consists of a puise traveling to the left
that is modulated by a plane wave moving to the right.

To examine the last two points, we may combine Eqs. (15)
and (17) in order to form a fundamental Gaussian pulse ¥,
with parameter k = w/c:

Y, (7, 2, t) = exp(ikn) %kém—. (18)
where
%-%-;7, A=z + 82, R=E+2/%,

and z, is constant.?%-3 From Refs. 29-33, Eq. (18) repre-
sents a puise traveling to the right that is modulated by a
plane wave moving to the left. With an appropriate weight
function, it can be shown that the ¥, for all 2 form a com-
plete set of basis functions, each with total energy propor-
tional to fd3ri¥,l2 — «. Just as in the case of Fourier
synthesis with piane waves, a general finite-energy puise
may be obtained by superposing the various ¥, according to
a weight function F(k); that is,

fr,2.t) = [ " dh¥,(r, 2, )F(R)
0

1 ] " dkF(k)exp(~ks), (190)

= Ixitzg + 0 bo
where
(19b)

s= -i"+zo+i5'
Equation (19a) indicates that f(r, 2, t) is proportional to
the Lapiace transform of F(k).

.B. Modified Power-Spectrum Pulse: Numerical Study
References 29-33 examined in detail the pulse correspond-
ing to a modified power spectrum (MPS). Witk a slight
redefinition of constants, the spectrum has the form

F(k) = 4xifH(k — k Jexp[—(k — kL), (20a)
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where J and L are constants, H(x) is the Heaviside function,
and the spectrum is nonvanishing for wave numbers exceed-
ing the cutoff value k. Substituting Eq. (20a) into Eqe.
(19), one obtains

[ emplika = k sz + D)

fr3,0 {z,+ie L+ P/(zg +if) — in } (300)
The real part of this function defines the MPS puiss. From
Eq. (20b) we note that z, is a measure of the axial extent of
the puise, which is equivalent to a frequency of the order of
¢/zo. This frequency is the upper bound of the spectrum in
Ziolkowski’s examples and is much greater than the cutoff
frequency ck.. The radial profile of the MPS puise at the
pulse center, { = 0, has the form

_letp(zik;-kflzo)
L+'2/z°-&.z )

fir,2) (20c)

In the numerical studies the pulse was replicated by su-
perposing the fields from a planar array of discrets points,
each of which was driven by a function specified by the MPS
form on somse z constant plane3! The parameters were L =
6.0X 105 cm, 8 = 6.0 X 1015, z, = 1,667 X 103 cmn, and &k, =
1.667 X 10~%cm ). The spectrum was approximstely flat up
to 200 GHz, becoming negligible beyond ~c/2o = 18 THz
The puise generated in this manner was propagated forward
and compared with the exact form in Eq. (20b) at several
locations along the z axis. The minimum radius of the array
required to replicate the exact pulse form at 1, 10, 100, and
1000 km was determined. From the results of Refs. 20-33
we estimate the corresponding radii of the antenna to be
approximately 0.5, 5, 50, and 500 m, respectively.

We shall examine these resuits by asking the following
question: What is the scale length for diffraction of the
MPS pulse? The puise has a Gaussian radial profile, as
indicated in Eq. (20c), with a width wo = (2o/k,)'/2 = 318 cm,
and therefore Ziolkowski calculates a Rayleigh range wg/2/A
= 0.21 km for the 200-GHz component.3! This, however, is
not the appropriate scale length for diffraction of the MPS
pulse. The correct scale length is given by 2xwed/A, where
the antenna dimension d always exceeds wo. The point here
is that the Rayleigh range based on the waist wy, s calculat-
ed by Ziolkowski, 3! is valid only at the pulse center § = 0.
Away from the plane ¢ = 0 the effective waist increasss, as
indicated by Eq. (20b), and the actual diffraction length is
therefore longer than xwg?/\. This explains why the puise
propagates farther than the Rayleigh range defined in terms
of wo. To calculate the actual diffraction length, we note
that the perpendicular wave-number (k , ) spectrum given in
Ref. 31 indicates that the smailest k , is of the order of 1/wo.
Hence an estimate for the diffraction angle is A/2xwe. The
width of the radiation beam given by Eq. (3) can be writtsn
as w = d + (\/2xwo)z, where d is the radius of the array or
antenns. The scale length for diffraction is then simply

Note the similarity between the diffraction length in Eq.
(21) and the scale length for diffraction of the Bessel beam,
Zg = 2xd/k, \, derived in Subsection 5.B. The ressmbiance
is a reflection of the fact that in both cases the pulse energy 18
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spread over the entire radius d of the aperture, which is
much larger than the nominal waist of the beam wo.

According to Eq. (21), the larger the radius of the array,
the longer is the distance of propegation of the pulse, consis-
tent with the numerical values quoted above. Indeed, from
the numbers the ratio of the propagation distance to the
antenna radius is equal to 2000. Equating this to Zygps/d,
from Eq. (21) we find that the correaponding frequency is
300 GHz. Since this frequency is well within the cutoff of
the puise spectrum, we have a persuasive indication that the
MPSp\:udounotddmdiffncﬁonuchinodbyﬁol-
kowski.

C. Modifisd Power-Spectrum Pulse: Experiment
Ziolkowski ¢t al. have performed a water-tank experiment to
demonstrate the properties of 2 MPS acoustic pulse.3? The
pulse was generated by a 6 X 6 cm? square array. The MPS
pulse parameters were L = 300.0 m, 8 = 300.0, 2o = 4.5 X 10™*
m,and k. = 20 m-!. From these parameters one finds that
the pulse width wy is equal to 1.5 cm. The experiment
indicated that a Gaussisn pulse with an initial width equal to
1.5 cm suffered a greater transverse spreading than the MPS
pulse.

This experiment may be examined in the light of the
discussion leading to Eq. (21). The expression in Eq. (21)
gives the scale length for the falloff in the intensity of a pulse
that is generated by an array (i.e., antenna) of radius d.
Since the square array is 6 cxn X 6 ¢cm, we take the parameter
dtobeequalto 3cm. Note that the speed of sound in water
is 1.5 X 10° m/sec; the wavelength of the dominant frequency
in the puise, 0.6 MHz, is A = 2.5 mm. From this, the actual
diffraction scale length Zyps is 1.1 m. This is consistent
with the experimental observation that the MPS pulse prop-
agated a distance of 1 m without significant spreading.
Comparing the MPS pulse generated by a 6 cm X 6 cm array
with a Gaussian pulse having a waist of 1.5 cm is inappropri-
ate. A Gaussian beam with spot size equal to the array
radius used in the experiment would propagate a distance
xd?/A\ = Zups, i.e., as far as the MPS puise.

We note from Eq. {21) that, in general, a Gaussian beam
with an appropriately curved wave front and an initial spot
size equal to the antenna dimension transfers nearly all the
power onto a target of dimension wy in a distance of the order
of Zmps. Such a Gaussian beam therefore transfers more
power on the target than the corresponding MPS pulse.

7. ELECTROMAGNETIC BULLETS

In this section we shall discuss solutions of the wave equa-
tion that are confined to a finite region of space in the wave
zone and are termed electromagnetic bullets. We consider
solutions of the wave equation

V2 - 2% /3t)f(x, t) = —p(r, t), (22)
where the source term o(r, t) is assumed to be nonzero for a

finite time interval =T <t < T. In this problem there are
two cases of interest:

Case (a) is the direct source problem (initial value prob-
lem). In this case the solution for ¢ < —T is given, and the

solution for ¢t > T is sought.
Case (b) is the inverse source problem. Here, the solution
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of the homogeneous wave equation for iti > T is known, and
obe seeks the source term appropriate to this solution. This
case is of particular interest since it would enable one to find
the time-dependent source for a prescribed radistion field.

Subsections 7.A-7.D summarize the extensive ressarch of
Moses and Prosser®% on this subject. For a brief descrip-
tion of the properties of a bullet, the reader is referred to
Subsection 7.D.

A. Nomuniqueness of the Inverss Source Problem

In this subsection we indicate the resson for the nonunique-
ness of the inverse source problem.? By making use of the
emﬁmctwmofthnunlm wenaynolndnchd:o—

in this subsection is therefore confined to the one-dimen-
sional wave equation in order to avoid the complications of
muitidimensional effects.

Let f+(x, t) = f(x, t) denote the solution of Eq. (22) for t >
T and f-(x, t) = f(x, t) denote the solution fort < ~T. Itis
well known that the solution of the source-fres initial value
problem for ¢ > T in terms of the values of the function f.(x,
t) at ¢t = T and the velocity (3/3¢t)f.(x, t) at t = T is express-
ible in terms of a propagator G(x; t):

fuzt) = [ &6 - it =D [ =D

+f+(x’,t-1')%G(x-x';t-T)].

Similarly, the solution of the source-free final value problem
fort <—Tintermsof /-(x, t) att = —T and (3/8¢)f-(x,t) at ¢
= =T is given by

iz, t) = j dr[Gix - ¥t + T) %L(x’. t==T)

+f.(x',t=~=T a—a‘- Gix-x;t+T). (23b)

The propagator G can be written in terms of the Heaviside
function H as follows:

G(z; t) = % sgn(t)H(c’t? — x°) = Y[H(x + ct) = H(x — ct)].
(24)

That is, G may be expressed as the difference between the
advanced and the retarded Green functions. As a result,
f+(x, t) is influenced only by points x at ¢ = T that lie in the
backward light cone of the observation instant; similarly,
f-(x, t) is influenced only by points x at ¢ = —T that lie in the
forward light cone of the observation instant, as indicated in
Fig. 5.

Let us now consider the effect of the source on the solution
of the wave equation. We define two auxiliary functions,

Bk, t) = (2r)7172 [ ) dxp(x, t)exp(—ikz), (25)
fR, o, t) = f(k, 0, = expl—icclkl(t + T} + Jo

xup(-mlklt)j de'B(k, t)explioclhle), (26)
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BACKWARD LIGHT CONE FORWARD UGHT CONE

Fig. 5. Backward and forward light cones of an event ¢. indicsting
the causal properties of the propegator G(x; ¢).

where ¢ = +1, —~1 distinguishes the two directions of propa-
gation along the x axis. Note that j(k, ¢) is simply the
spatial Fourier transform of o(x, t). In terms of the two
auxiliary functions, it is simple to show that

fx, ) = 2042 N [ ) dhf(k, o, t)exp(ikx)

is a solution of the inhomogeneous wave equation in Eq. (22).
The solutions for t < —T and for ¢ > T are then given by

folx,t) = 27)7'7 Z [ ) drf(k, o, £T)

X explikx + ioclkl(£T = ¢)). (2D

Equation (27) expresses the solution of the wave equation in
terms f evaluated at £T. This function is related to the
source p by Eqs. (25) and (26). Equation (23), on the other
hand, expresses the same solutions in terms of f and (3/3t)f
evaluated at 7. Hence one would expect to be able to
relate f(k, o, £T) to f and (3/3t)f evaluated at +T. Indeed,
the formula connecting f(k, o, T) and £, is

flk,0,T) = (81')"""] dx

X [f,(x,t =T)+i ﬁ%ﬁ,(x, t= T)] exp(~ikxz), (28)

and f(k o, — T is obtained in terms of /- by Fourier inversion
of Eq. (27) evaluated at t = =T. Thus, in the direct source
problem, £ (x, t) is obtained by specifying either f.(x, t) and
(8/0t)f+(x, t) evaluated at t = T or f(x, —T) and o(x, t).

We now turn to the inverse source problem. Inverse prob-
lems, in general, have been the subject of extensive research
in many branches of physics. In our case we wish to deter-
mine the source from a knowledge of the field generated by
that source. Supposing that fi(x, t) and T are known, we
can determine f(k, ¢, £T) from Eqs. (27) and (28). Letting
the upper limit of integration of Eq. (26) equal T’ one can
apparently obtain the temporal Fourier transform s(k, w) of
#(k, t), where

sth, @) = (2x)"12 f

T
de’s(k, t')expliwt’).
T
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The source function is then given by
dk ]' dus(k, wexpliks — iwt).

plz,t) = (2x)~! j
Thus, if s(k w) were known for all k and all w, we could
determine p(x, t). However, referring to Eq. (26), e notice
that s(k, w) is known only for w = +clkl, which ia - ot suffi-
cient to permit us to reconstruct p(x, t). This cor olication
is intimately connected with the nonuniqueness : the in-
verse problem.

Moses has shown that specification of the ."ne depen-
dence of the source is sufficient to guarantee e ‘:nigue solu-
tion.¥ As a concrete example, if o(r, t) ~ ,()h.(t) +
po(F)h,(L), where h, is an even function of ¢ acc A, is an odd
function of ¢ and both are essentially arbitrary, then a com-
plete solution of the inverse problem for p.(r) and a,(r) is
possible. It must be stressed, however, that this sssumed
form for the source function is a sufficient but unnecessary
condition for the solvability of the inverse problem.

Without going into details we cite the example given in
Ref. 35. For simplicity, taking the time dependence to be of
the form h,(t) = 8(t), h.(t) = §’(¢), where the prime is d/dz,
and assuming the field to be of the form

folx,t) = sinfk(x —ct)], =—a<x-—ct<a, kas=nxz,
we find that the source function is given by
plx, t) = —[k&(t)cos(kx) — c~'¥(t)sintkx)], -a<xz<a.

Note that the source is confined to a finite region of space.
This important attribute for any physicaily realizable source
function is not in general guaranteed for the inverse source
problem. [We should point out that the source function
given by Moses is erroneous because of a sign error in evalu-
ating the Fourier transform of h,(t) [Eq. (2.36) of Ref. 36].}

B. Solution of the Three-Dimensional Wave Equation in
the Wave Zone

The general solution of the source-free three-dimensional
wave equation ig36

fir,0) = @0 S [ &k exp(ik - r — iockt)f(k, o), (29)

where o = +1 and k = |kl. In spherical coordinates 8 and ¢
are used to denote the polar and the azimuthal angies, re-
spectively, of the wave vector k. Making use of the method
of stationary phase, we can show that

lim exp(ik - r) = —25 - [—exp(ikr)é(6 - 0)5(6 = 6,)

kr sin
+ exp(—ikr)é(6 — 6,)3(¢ — ¢,7], (30)

where (6., ¢,) are the angles in the cone along the +z axis and
(6, ¢,') are the angles in the cone along the —z axis.¥4 We
shall define cones more precisely in the following discussion.
Substituting Eq. (30) into Eq. (29), we find that the field in
the wave zone is given by

f(r, ) = (8x)~12r"1 I f " dkexplik(r — clf(k, 0., 8,)
0

— explik(r + ct)lf (k. 0./, 0N (31)
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Positively
directed
propagauon

Simpie
cone

Fig. 6. Simple cone consisting of two associated solid angles and
the two-sheeted cone that they subtend. One solid angle lies in the
positive hemisphere and the other in the negative hemisphare rela-
tive to the indicated direction of the z axis. Positively directed
propagation proceeds from the negative hemisphere to the positive
hemisphere.

. Remarkably, Eq. (31) shows that the general solution of the

three-dimensional wave equation in the wave zone is, apart
from the factor 1/7, a superposition of one-dimensional wave
motion, expressed as functions of r —~ ¢t and r + ¢t. More-
over, if initially f(r, ¢) is confined to a given solid angle, f(k, 6,
¢) will be significant for k lying within that angle and, from
Eq. (31), the solution in the wave zone will also be confined
to the same angle. For the purposes of interpretation it is
convenient to consider propagation in cones, as indicated in
Fig. 6. In particular, an electromagnetic field in a cone is
defined as one that is completely confined to a cone in the
wave zone.

C. Exact Solution of the Wave Equation from the
Solution in the Wave Zone (Radon Transforms)

The purpose of this subsection is to point out that, given the
solution of the wave equation in the wave-zone region, it is
possible to determine the solution everywhere.’63” [n par-
ticular, one seeks the injtial conditions f(r, t) and (3/9¢)f(x, t)
at ¢t = T. This is referred to as the inverse initial value
problem.

The solution of the inverse initial value problem is dis-
cussed in Ref. 36 for a particularly simple case. A systemat-
ic trestment of the general problem is possible by using
radon transforms.?’

The radon transform F(k, A) of a function f(r) is obtrined
by integrating f over all planes r - A = constant:

F(k, #) = f Srf(r)é(r-n - k),

where £ is a unit vector.®* The usual radon transform is
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defined as an integral over planes whose normals vary overa
unit sphere. In general, the function (r) defines soms in-
ternal distribution (such as density) of an object, and F(k, A)
is the projected distribution, or the profils, of the object on
the plane r - A = constant. The radon transform is a useful
tool in image reconstruction from projections, with applica-
tions in computerized axial tomography, radio sstronomy,
remote sensing, etc.

A refinement of the usual definition of the radon trans-
form shows that only the transform over a hemisphere,
which may consist of disjointed parts, is sufficient to recon-
struct the original function. It can then be shown that the
taak of obtaining an exact solution of the three-dimensional
wave squation from the solution in the wave sone reduces to .
taking the inverse of the refined radon transform of the
solution in the wave sone.

From Eq. (31) it is known that in the wave 30ne the
solution of the wave equation is, apart from a factor 1/r, a
function of only r = ct or r + ct, representing propagation
-along rays confined to a cone. The field in the wave zone,
therefore, defines the range of the unit vector A and the
amplitude. This information is essentially equivalent to
knowing the projections in different directions. The exact
field may then be reconstructed from the set of projections.

D. Exampie of a Bullet

We conclude Section 7 by discussing an explicit example of &
bullet that is a solution of the scalar wave equation.3® An
example of an electromagnetic bullet is given in Ref. 38.

A bullet that is confined to a finite volume in the wave
zone is given by

f(e,t) = H(s — O)[H(r — a ~ ct) = H(r — b ~ct)}/r.

r—e, (32

where H is the Heaviside function; a and b, with b > a,
denote the boundaries of the bullet along the radins; and 20
is the vertex angle of the cone containing the bullet. Note
that this solution is causal and of finite energy and has a
form that is consistent with the remarks following Eq. (31).
It represents a packet of energy shot through a cone whose
axis coincides with the z axis,

This solution can be easily verified by letting f = g(r, 6, t)/r
and noting that

(- ( )

+

Fara (=)

Assuming that g(r, 6, t) = h(r — ct = ro) Y(0), one finds that

(v2 -"’z)f- h ( o—Y) 33)

which tends to zero for all continuous Y(6) asr— «. Farthe
case when Y(6) = n(c — 0), we let =dY/d8 = exp{—(c ~ 8)¥/
2A2)/(2x)12A, with A — 0. Note that as A — 0, dY/ds —~
~8(c — 8) = dn{c — 6)/df. Substituting this form into Eq.
(33), we notice that, as A is made to approach zero, r must
increase indefinitely in order for the right-hand side of Eq.
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(33) to approach zero. This shows very clearly that Eq. (32)
is indeed a solutior ‘n the wave zone.
The spot size may be defined by

rl= ] drdddefr’ sin 6(2r sin §)? /f drdédefrsing, (34)

where 2r sin 0 is the width of a cone of half-angle 8. Substi-
tuting Eq. (32) into Eq. (34), one obtains

r,— [(8 = 9 cos ¢ + cos 30)/3(1 — coss)] 2ct,

> ®,

(35)
indicating a linear increase with time for the spot size, as in
the case of the Gaussian pulse in Eq. (14b), although the
constants of proportionality are different. We mention in
passing that the solutions given by Moses and Proaser3é-3%
are distinguished from the other solutions reviewed here by
not having an explicit dependence on the frequency or the
wave number.

As mentioned in Subsection 7.C, to obtain the exact solu-
tion everywhere one has merely to evaluate the inverse radon
transform of the soiution in the wave zone [Eq. (32)]. Since
the derivation is lengthy we shall simply quote the resuit.
The exact solution is given by

fie,t) = f,(r, t) = fi(x, t), (36a)
where
fo(x, ) = H(o — O)H]a + ct — r cos(d — o)) —~ H(a + ct = r)/r
+ v {Hla + ct = r cos(d + o)) = Hla + ct = r cos(é — o)}}/xr,
(36b)
with
v, = cos”![(cos ¢ ~ cos B, cos 0)/sin 3, sinb], O0<y, <=

and
8, = cos™{(a + ct)/r],

and where f,(r, t) is identical to f,(r, t) except that a is
replaced by b.

The field in Eq. (36) is identically zero for all r upstream of
the bullet, i.e., for all r < a + ct. The wave-zone limit is
obtained by taking r, ¢t — «». Then, since Eq. (36) corre-
sponds to propagation in the positive cone (Fig. 6), from r —
ct = constant, Eq. (32) is recovered. The requirement that r
— ct be constant is equivalent to observing the bullet in a
comoving frame. Close to the origin the exact solution in
Eq. (36) spreads out of the cone significantly. However, in
the wave zone the solution is confined to the cone and is
independent of the angel ¢ therein. Finally, it has been
shown in Ref. 38 that the difference between the exact solu-
tion in Eq. (36) and the wave-zone solution in Eq. (32)
becomes small quite rapidly as 7, ct increase, with r — ct held
fixed.

In principle, one can now use the inverse source method to
determine the sources that lead to the bullet described by
Eq. (32). To our knowledge, however, this computation has
yet to be performed.

0<8, <x/2,

8. SUMMARY AND CONCLUDING REMARKS

The motivation for much of the research reviewed here
stems from the need to propagate a beam of radiation over
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long distances without an appreciable decrease in the inten-
sity. Possible applications would inciude power beaming,
advanced radar, laser acceleration of particles, and directed
energy sources. This need has led to a great deal of interest
in such fundamental subjects as diffraction and new solu-
tions of the wave equation.

It has been reiterated that the physical basis for diffrac-
tion of waves is the well-known relation AkAx; =~ 1,fori= 1,
2, 3. By virtue of this, it is simple to determine the scale
length for the diffractive spreading of a beam with an arbi-
trary transverse profile. Thus a knowledge of the spectrum
is sufficient to permit determination of the maximum propa-
gation distance of the beam. Since diffraction is unavoid-
able, by concentrating the energy in the high frequencies one
can only delay the spreading of the beam. -

Four examples of the research effort on the subject of
beam propagation have been reviewed here. The conclu-
sions are as follows:

(1) Electromagnetic missiles: Experiment indicates
that a suitably tailored puise shape can be designed to have
an energy decay rate limited by the highest frequencies
present in the pulse. This is fully consistent with our under-
standing of diffraction.

(2) Bessel beams: It is shown that as far as propegation
is concerned Bessel beams are not resistant to the diffractive
spreading commonly associated with all wave propegation.
These beams propagate no farther than Gaussian beams or
plane waves with the same transverse dimensions.

(3) Electromagnetic directed-energy pulse traina: The
diffractive properties of the pulse form studied most inten-
sively under this general heading are described by diffrac-
tion theory. These pulse trains do not defeat diffraction.

(4) Electromagnetic bullets: Given a radistion wave
packet in the wave zone that is confined to a suitable solid
angle and extends over a finite radial extent, one can detez-
mine the source required to generate the wave packet. Asof
this writing, however, this problem has not been solved for a
practical case.

In a recent study, Godfrey examined electromagnetic mis-
siles, Beasel beams, and electromagnetic directed-energy
pulse trains. His conclusions regarding the practical utility
and the diffractive properties of these are identical to ours.®
Ananev’s analysis of Bessel beams and his conclusions re-
garding their diffractive properties are aiso similar to ours.«

APPENDIX A

The purpose of this appendix is to examine the transition
from the Fresnel to the Fraunhofer region for a clipped
Bessel beam and a clipped Gaussian beam within the con-
text of the Huygens-Fresnel approximation.* The clipping
is assumed to be caused by a finite-sized aperture.

In the case of the Bessel beam the field distribution at the
aperture has the form u(r, z = 0) = Jo(k, r) within a circular
aperture of radius d. Making use of expression (6), we find
that the amplitude at a point on the axis of symmetry is
given by )

d
paz! L drr ok , P)explikr/2z). (A1)

The limit &, = 0 corresnonds to the case of plane waves
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incident upon a circular aperture, as in Section 3. The

intensity, given by expression (9), falis off monotounically for
z > Zp, where

Zp = 2xd*/\. (A2)

Fork > 0, the cscillatory behavior of the Bessel function in
expression (Al) tends to phase mix the integrand, effectively
reducing the upper limit of the integration. Consequently,
the boundary of the Freanel region, beyond which the radia-
tion appears to be emitted essentially from a point source, is
reached before Zp = 2xd?/\

Since there is no simple analytical approximation to the
integral in expression (Al), consider the case of a cosine
beam u(x, y, z = 0) = cos(k.x)cos(k,y), which is the Carte-
sian equivalent of a Bessel beam. The sperture is a rectan-
gular opening in the 3y plane defined by [(x, ¥), x| < X, lyl
<Y]. Intermsof

£y = (R/22)YXX & k2/k), (A3)
the amplitude on the z axis has the form y « I,[,, where

I, = [C(8,) + iS(8,) + C(£.) + iS(E_)exp(—ik,’z/2k)
(Aq)

and
{4 t
S(e) = (22 L dtsing®,  C(t) = (Un)2 L dt cos ¢?

are the Fresnel integrais.®* The expression for I, is obtained
from that for I, by making the replacements &; — &,, X — Y.

We are interested in the intensity well within a nominal
Fresnel region defined by the width of the aperture

1 K R(XE YV/2 (A5)

but sufficiently far from the aperture so that the radiation
diffracted from one edge can reach the z axis:

-z k(X/k,, Y/R,). (A6)

Taking the appropriate limits of the Fresnel integrals, we
find that the intensity is I = /16, where [, is the intensity
at the diffracting aperture. This analysis indicates that
expression (AS) defines the boundary of the true Fresnel
region. The terms proportional to ::k.2/k in Eq. (A3) repre-
sent propagation st an angle +sin~!(k./k) to the z axis. Asa
consequence the drop in intensity characterizing the tranai-
tion to the Fraunhofer region takes place at the location
indicated by expression (A6) rather than by the right-band
side of expression (A5).

Returning to the Bessel beam with d > 1/k, , we find that,
in the region of significant phase mixing in the integrand of
expression (Al), the Bessel function has the asymptotic
form* Jo(z) ~ (2/x2)12 cos(z — x/4). Substituting this into
expression (Al) and comparing the phases, we find that the
Fraunhofer region for the Bessel beam commences at Zg
2xd/k  A. From the definition of Zpin Eq. (A2) we note that
Zp/Zp = 1/k, d « 1 for the experimental parameters in Ref.
26. Thus we see that a Bessel beam is not optimum as far as
the diffractive falloff of the intensity is concerned.

For the Gaussian beam, substituting u(r)exp(—r2/wg?)
into expression (6) and performing the integral, we find that
the intensity on the axis of symmetry ia given by
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1t exp{—2(d/wy)?] - 2 exp{-(d/w,)’leo-(hd‘/zz)
1+ (Z/Zp)‘

(A7)

where Z; is the Rayleigh range defined in Eq. (1). For the
parameters in Ref. 26, d/wo > 1, and ths scale length for the
intensity to drop to a quarter its initial value is of the order
of 2Z5, a8 in expression (4c). The same scale length is
roughly applicable to the case of & wider Gaussian beam with
we = d. For an infinitely wide beam, wo — =, and expres-
?M?)mmwthmdphumw
9

For the off-axis intensity of the cosine beam we limit the
discussion to the case for which the observation point is an
integral number of half-periods off the z axis. In snelogy .
with Eq. (A3) we define

£s = (R/22)3[X % (k2/k — nx/k,)),
s = (R/22)YHX & (k,z/k + n_x/k,)],

where n,x/k,, with n, an integer, is the x coordinate of the
observation point. We assume that n,z/k; < X. In terms
of these variables, theamplitude has the form ¢ « I.1,, where

I, = [C(&,) +iS(§,) + C(¢.) +iS(E.) + Cla,)
+iS(s,) + C(n.) +iS(x.)], (AS)

Fig. 7. Plot of 1,12, mm(AB).vmdm‘nhqth.
axis of z. Parameters are X = 3.831 mm, A = 6328 A, and
k; =4l mm: (a) penuitimate lobe (11, = 49); (b) lobe that is half-
way between the 2 axis and the edge of the aperture (n, = 25): (c)
ewtullobe(n.-O) The Z coordinate in (a) extands to 2 cm only.
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where C and S are the Fresnel integrals defined above and
the expression for /. is obtained from that for /, by making
the substitution k, —~ k., X — Y, and n, — n..

For plane waves (%, , — 0) and on the symmetry axis (n.,
—= (), the transition from the oscillatory to the monotonical-
ly falling behavior of the Freanel integrals in expression (AS8)
takes piace at z =~ &(X?, Y?)/2. This marks the boundary
between the Fresnel and Fraunhofer regions. For the cosine
beam and on the symmetry axis (n,, — 0), expression (A8)
reduces to Eq. (A4), and hence expression (A6) defines the
boundary between the two regions. Away from the symme-
try axis (n,, > 0) the behavior is somewhat more complicat-
ed. Onthe aperture, z = 0, and {4, 7+ — =, whence [, = 2(1
+i). Forz sufficiently large that 0 <n- <1, but ., £-, 2.+ >
1, the last two terms in expression (A8) are amall and /I, —
3(1 + i)/2. From the definition of n— we note that, as the
observation point approaches the edge of the aperture (n,r/
k. — X), this reduction in the value of I is obtained at
smaller values of 2, according to the formula z = (X — n,x/
ko)k,. Figure 7.which plots I/,{2 as a function of z, confirms
this behavior for parameters similar to those of Ref. 26.
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Comment on Noadiffracting Beams

Nondiffracting directed beams have been discussed by
several authors.'~’ OQur intention is to comment on (i)
the Bessel beam?™ which has been called® “remarkably
resistant to the diffractive spreading” and (ii) the elec-
tromagnetic directed energy pulse train3-’ (EDEPT)
which is claimed’ to be “significantly improved over con-
ventional, diffraction-limited beams,” and to® *“defeat
diffraction.” We find that diffraction is not reduced in
cither case and that conventional Gaussian beams will
propagate at least as far for a given transmitting antenna
dimension.

Durnin, Miceli, and Eberly> have studied the field
wir,z,t) =Jo(k .r)explitk.z —wt)], where Jo is the
Bessel function, &k, is the transverse wave number, o is
the frequency, and k. is the axial wave number. Two
properties of y are as follows: (i) The power contained
in each lobe, between the adjacent zeros of Jg, is of the
same order, and (ii) Jo is a superposition of plane waves
propagating at an angle ~k . /k; to the z axis.®

Based on geometric optics, Durnin, Miceli, and Eber-
ly? found the propagation distance of the central lobe of
an apertured Bessel beam of radius R to be ~2Rr¢/A,
where ro==n/k, is the spacing between zeros of Jo and A
is the wavelength. They compare the propagation dis-
tance of the apertured Bessel beam with a Gaussian
beam of spot size ro. The diffraction distance of the
Gaussian beam is Zg=xar§/L. Since R3>r¢, they ob-
served that the Bessel beam propagated ~(2/x)R/ro
times further than the Gaussian beam.

Our interpretation differs in a number of fundamental
ways and shows that the comparison between the Bessel
beam of radius R and the Gaussian beam of spot size ro
is not appropriate. If N>> 1 is the number of lobes, then
R=Nrg. The diffraction length associated with the cen-
tral lobe is

Zg==R/03=2Nr§/=2Rro/h=(2/x)NZ; ,

where 8=k . /k.=1/2ry is the diffraction angle. The N
lobes diffract away sequentially starting with the outer-
most onc. The outermost lobe diffracts after a distance
~nré/\, the next one diffracts after a distance 2ard/A,
and so on until the central lobe diffracts away after a dis-
tance ~Nxr¢/A=Zy. The central lobe persists as long
as therc are off-axis lobes to replenish its diffraction
losses.

If we take a Gaussian beam having a spot size equal to
the aperture R, it will propagate N times further than
the apertured Bessel beam. By focusing the Gaussian
beam, nearly all the power can be focused on a target of
dimension r¢ in a distance Zg. For the same power
through the aperture, the focused Gaussian beam
delivers ~ N times more power than the Bessel beam.

Another solution to the wave equation which has been
studied for its diffractive properties is the EDEPT.>’
Ziolkowski, Lewis, and Cook® have examined a particu-

lar puise form both numerically and experimentally.
The dominant radial profile of the modified-power-
spectrum (MPS) puise amplitude is expl—br%/8(zo
+i¢)], where £=z—ct, and b, B, and zo are constants.
Ziolkowski, Lewis, and Cook use the minimum spot size,
wo™=(Bzo/b) "2, at the pulse center &=0, to obtain the
diffraction length Z=xw¢/A =xpBzo/b\. Their results in-
dicate that the puise propagates significantly further
than Z=xw{/A. .

In our interpretation the diffraction length is not
~xwi/A, but is Zyps=R/Oups=xwoR/\, where R is
the transmitting antenna dimension and Oyps =A/xwy is
the diffraction angle associated with a pulse having a
typical transverse variation of ~wo<R. As in the
Bessel beam, the energy in the MPS pulse is radially
spread out, typically over the full width R of the aper-
ture. The scale length Zups, derived here by a con-
sistent application of diffraction theory to the MPS
pulse, is fully consistent with the experimental and nu-
merical results.%’

Utilizing the entire transmitting antenna radius R, an
unfocused Gaussian beam would propagate a distance
~ xR ?/2; this is greater than the MPS pulse propagation
distance. A Gaussian beam can be focused to a dimen-
sion ~wyg in the distance ~Zmps. Such a Gaussian
beam focuses more power on the target than a corre-
sponding MPS puise.

This work was supported by the Office of Naval
Research and the Defense Advanced Research Projects
Agency.

P. Sprangle
Beam Physics Branch
Plasma Physics Division
Naval Research Laboratory
Washington, D.C. 20375-5000

B. Hafizi
Science Applications International Corporation
McLean, Virginia 22102

Received 5§ March 1990
PACS numbers: 03.50.~2, 03.65.—w, 41.10.Hv, 42.10.Hc

1See, for example, Proceedings of the SPIE Conference on
Microwave and Particle Beam Sources and Propagation, Los
Angeles, 1988, edited by N. Rostoker, SPIE Proceedings No.
873 (Society of Photo-Optical Instrumentation Engineers, Bel-
lingham, WA, 1988).

2}. Durnin, J. Opt. Soc. Am. A 4, 651 (1987).

33. Durnin, J. J. Miceli, Jr., and J. H. Eberly, Phys. Rev.
Lett. 58, 1499 (1987).

4J. Durnin, J. J. Miceli, and J. H. Eberly, Opt. Lett. 13, 79
(1988).

SR. W. Ziolkowski, in Ref. I, p. 312.

6R. W. Ziolkowski, D. K. Lewis, and B. D. Cook, Phys. Rev.
Leuw. 62, 147 (1989).

R. W. Ziolkowski, Phys. Rev. A 39, 2005 (1989).

8See also D. DeBeer, S. R. Hartmann, and R. Friedberg,
Phys. Rev. Lett. 59, 2611 (1987).

837




VOLUME 66, NUMBER 6

PHYSICAL REVIEW LETTERS

11 FEBRUARY 1991

Durnin, Miceli, and Eberly Reply: A Bessel beam is not
a Gaussian beam, and so it has a number of different
properties, some of which were pointed out by us in Refs.
1-3. An ideal Bessel beam carries an infinite amount of
energy and is totally nondiffracting, just like a plane
wave, but it has a central intensity maximum (a beam
spot) which a plane wave of course does not have. Ex-
perimental studies have shown that laboratory realiza-
tions of Bessel beams, which can be generated in several
ways (see Refs. 1 and 4), retain some df the ideal beam’s
non-Gaussian properties.

Probably the most interesting of these properties is the
relatively enormous depth of field of its central spot (i.c.,
the relatively great propagation distance over which the

spot half-width remains constant). This distance, while .

great, is of course finite, but it is intrinsic to the beam,
once formed, and does not depend on subsequent lenses
or apertures. An example is the propagation of He-Ne
laser light in the form of a Bessel beam with a 35-um
spot half-width, with less than 5-um spreading over a
propagation range of 100 cm (see Fig. 1). The least in-
teresting of the Bessel beam’s properties may be its com-
parative ability to carry energy onto a target, particular-
ly if the distance to the target is accurately known in ad-
vance. Several estimates are given in Ref. 3.

Finally, with emphasis added to indicate the important
element clearly, we give here the complete sentence from
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Ref. 1 which has been only partially quoted in the first
paragraph of Ref. 5: “We have confirmed that beams
exist whose central maxima are remarkably resistant to
the diffractive spreading commonly associated with all
wave propagation.”
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FIG. 1. Experimental data taken at 6328 A showing the (lack of) transverse spreading of the central spot of the Bessel beam de-
scribed in Ref. 2. A dashed line representing the ideal Bessel beam profile has been superimposed on a histogram of the actual beam
intensity measured with a charge-coupled-device array. Even after 100 cm of propagation the central spot width is essentially un-
changed, although growth of the beam wings has begun to be apparent.
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Synchrotron-betatron parametric instability in free-electron lasers
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Analysis of the synchrotron-betatron coupling in a free-electron laser indicates that the particle
motion is susceptible to an instability that is of a fundamentally different physical character to those
examined previously. The domain of this instability, which is of a parametric type and causes an ex-
ponential growth of the betatron amplitude, is identified, and the growth rate therein determined.

L INTRODUCTION

All electron beams have finite emittance; that is, there
is a spread in the particle velocities transverse to the pri-
mary direction of motion. On traversing a wiggler, the
inevitable presence of transverse gradients in the magnet-
ic field leads to betatron oscillations of the particles. On
the other hand, the beating of the wiggler and optical
fields forms the ponderomotive potential wherein the par-
ticles perform synchrotron oscillations. Coupling of
these two basic oscillatory degrees of freedom in a free-
electron laser (FEL) may be deleterious to its efficient
operation due either to detrapping out of the ponderomo-
tive potential well or growth of betatron oscillation am-
plitude and emittance. :

In Ref. 1 it is shown that the curvature of the optical
wave fronts couples the synchrotron and betatron oscilla-
tions of the electrons and that under the proper reso-
nance condition the amplitude of the synchrotron motion
increases unstably. In subsequent work, the authors of
Ref. 2 showed that a similar betatron-induced forcing of
the synchrotron motion resuits in the case of planar opti-
cal wave fronts, provided the wiggler field is tapered.

In what follows it is shown that the particle motion is
additionally susceptible to an instabilit' *hat is dependent
neither on the curvature of the wave t..nts nor on a ta-
pered wiggler field. The instability arises from the energy
dependence of the betatron wave number. As a result,
when the electrons undergo synchrotron oscillations, the
betatron wave number is modulated at the synchrotron
period, resulting in a parametric instability. This leads to
an exponential growth of the betatron oscillation ampli-
tude and velocity. The region of parameter space
wherein this instability is operative is identified, and an
analytical expression for the growth rate is obtained.

II. WIGGLER-AVERAGE EQUATIONS OF MOTION

It is assumed that the wiggler is linearly polarized,
with the vector potential given by

A, = A,cosh(k,y)sin(k, z)E, ,

where A, is constant, 27 /k, is the wiggler period, and

€, is t* 2 unit vector along the x axis.
The optical field is assumed to be linearly polarized and

41

the vector potential is taken to correspond to the funda-
mental vacuum Gaussian mode:

A~
€ »

A, = A cos ‘%z —ot+¢

where o is the angular frequency, c is the speed of light in
vacuo,

é(,2)=wy*/(2cR)— Larctan(z /zg )+ ¢y . (1a)
R =z[1+(25 /2)*] (1b)

is the radius of curvature of the wavz fronts,
2

=2 (1e)
Zp 2% c
is the Rayleigh range, ¢, is a constant,
we |2
=2 0 —v2 /a2
A=A, o) exp[ —y*/w(2)], (1d

A, is a constant, and w(z), the spot size at z, is related to
the waist w, at z=0 by

w(z)=wo[1+(z/25 *1'72 . (1e)

Following Ref. 1 the amplitude and phase of the optical
field are assumed to be constant in time. This may be val-
id in the low-gain Compton or the trapped-particle re-
gimes of the FEL. By writing out in detail the form of
the optical field we shall be able to indicate clearly the re-
gion of applicability of the following analysis [cf. Egs. (6)
and (14)].

Following the standard procedure,’ the equations of
motion in terms of the independent variable z are deriv-
able from the Hamiltonian function —p,(y,p,;t, —E;2),
which is given by

E mi}

LA 2E

[1+(p,/mc)2+a,f] , 2)

where E, the total energy of an electron of rest mass m
and charge —|e|, is canonically conjugate to the time ¢,
Py is the momentum conjugate to the coordinate y, and
a, is the normalized, total vector potential:
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a,=a,cosh(k, ylsin(k,z)
)
+a.cos [?z —ot +¢ ] . (3)

with g, =le| 4,,,/(mc?). Since the vector potential is
not an explicit function of the coordinate x, the associat-
ed canonical momentum P, is a constant. Equation (2)
has been derived by choosing P, =0, and omitting terms
on the order of (mc?/E)~? and higher in the expansion
of the Hamiltonian.

Upon squaring the expression in Eq. (3), averaging over
the wiggler period, and retaining only the slowly varying
contribution to the ponderomotive potential, it is found
that

2,3
p,= -ii - —"—'iEL 1+(p, /mc)+ LaZcosh*(k,y)

+a,a.cosh(k,y)
. )
Xsin ?+kw z—ot+é| ;.

Hamilton’s equations are then given by

u =v, (4a)

dz .

dv__ ., sinh(2k,y)

- ke [ %, |’ o)

é—'é=kw—2—;’g[l+-}a,§cosh2(kwy)+(yv)2], (4<)

dz
ra =5ye St pooshlic,plcos ¥ +4) “d)

where y =E /(mc?), y=(w/c +k, )z —ot, v =p, /(ymc),
fa=Jo(£)—~J (&) is the usual difference of Bessel func-
tions,* £=(a,, /21 /t1+al /2), and

k - éwkw

8 ‘/i,y

is the betatron wave number. In arriving at Eq. (4b) it
has been assumed that
8 ve a
8, 1+a2/72’ a,(k,wy)?
where w, is the waist of the optical field, Eq. (le). Addi-

tionally, the wave term, proportional to a, /7%, has been
dropped from Eq. (4¢).

(s

max «<1, (6)
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IIl. ANALYSIS OF SYNCHROTRON-BETATRON
COUPLING

Variation of the optical phase ¢ across the wave fronts
underlies the instability investigated in Ref. 1.
Specifically, the first term in (1a) leads to a linear increase
with z of the synchrotron oscillation amplitude of deeply
trapped electrons. Assuming the radius o urvature R of
the wave fronts to be constant, the growt  ate of this in-
stability is proportional to y3 /R, where . is the ampli-
tude of the betatron oscillation. In wha: jollows it is as-
sumed that y3/R —0. This is the case for electrons
confined to the central portion of the electron beam, or in
the region where the curvature of the wave fronts is
small. Assuming further that the z variation of ¢ is small
on the scale length of the instability to be discussed, for a
synchronous electron Egs. (4c) and (4d) imply

y=#=const , (7a)

d+o=(n+im, n=0,11,£2,..., (To)
whence, for |k, p| << 1, Egs. (4a) and (4b) integrate to

y =ygeos(kgz)+k g lvugsin(kg2) , ®

where, from (5), ky=a,k,/V27 is the betatron wave
number for a synchronous electron, and yg,vg are con-
stants. Upon substituting (8) into Eq. (4c) one obtains

talcosh¥k,p)+(yv)P=1a[1+(k,p)]+(yv)?
—la2+puk pi+vd),
which is a constant in z, whence the synchronous energy
follows from Eq. (4c) by setting d¢/dz=0:
1+1a2[1+(k,yp)1)

82—
= . L))
y 2ck,, /w—vg

For an electron in the vicinity of the synchronous par-
ticle, y =¥ +6v, y=9¢+56¢, and Eqgs. (4c) and (4d) imply
synchrotron oscillations of 8y and of 8. Through the ¥
dependence of the betatron wave number, Eq. (5), it fol-
lows from Eqgs. (4a) and (4b) that under an appropriate
resonance condition a parametric instability of the cou-
pled betairon and synchrotron oscillations is then possi-
ble.

To examine this, the expression in (8) is generalized to

¥ =yglzicos[(Kg+e)z)
+(kg+e) lwg(zisin[(kp+e)] , (10)

where yz and vg are now functions of z and € is a small
wave-number shift to be determined. Assuming
|dyg/dz| ~ €y, |dvg/dz|l ~€vg, and omitting terms on
the order of €%, substitution of (10) into Eqs. (4a) and (4b)
yields

(dvg/dz — ek gy gcos{(kg+€)z]— (K pdyp/dz +evg)sin[(kg+e)z)
=k 3{ygcos[(kg+e€)z]+(kg+e) 'vgsin[(kg+e)z]}(By/9) . (1D
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To obtain an expression for 8y(z) to be used in Eq.
(11), Eqs. (4c) and (4d) are perturbed about the synchro-
nous values (7a) and (7b):

d
2—;8&=kw—ff;—z-[l+%a,§(l+kjyz)+f’v2]

+—;’;[l+;-aﬁ(l+k3,yz)]8r , (12a)
[

d mwasfl

==y =(—1V"————=(1+1k3p2)09, (12b)
=z 2%c tkoy“1o¥

where n denotes an integer from the set defined in (7b).
Substituting (10) and the forms

by =Ay(z)cos[2(kg+e)z +1] ,
dyp=A(z)sin[2(kz+€)z +7] ,

where 7 is a constant, into (12) and assuming that
koyg<<f~'7?, (14)

one obtains an identity whose consistency requires that
Ay and A¢ be independent of z and that

(13a)
(13b)

Akg+e)=k,, , (19
where
mzawa:fs e
Em= W( 1 +3'-a,,2, )

is the synchrotron wave number. In addition, it is re-
quired that the integer n in Eq. (12b) be odd. It should be
noted that the constraint indicated by (14) is consistent
with the neglect of the radiation field term in Eq. (4c) and
the parameter restriction in (6).

Now substituting (13a) into Eq. (11) one again obtains
an identity. Assuming yg,vg~exp(Az), the consistency
condition reduces to

A=={[1ks(Ay /P )com PP~ )12 . 16

In general, the amplitude of the betatron motion of a
given electron evolves as ¢, exp( +|A|z)+c_exp(—|A|2),
where ¢, and c_ are constants. Clearly this leads to an

2

exponential growth of the betatron amplitude of the elec-
trons (except those with ¢ , =0, which, however, belong
to a set of measure zero).

IV. DISCUSSION

It is clear that the source of the instability discussed
here lies in the energy dependence of the betatron wave
number, Eq. (5). Previous studies of the synchrotron-
betatron coupling have neglected this dependence. The
results of Refs. 1 and 2 indicate a linear growth in the
amplitude of the synchrotron motion (Ay,Ay) for deeply
trapped electrons. On the other hand, for the parametric
instability discussed herein, Ay and Ay are constants,
whereas y; and vy grow exponentially fast. In all three
cases,E 2l;‘?owever, the resonance condition is essentially

o [.2

“From Eqs. (15) and (16) it follows that for a sufficiently
large wave-number mismatch € the growth rate vanishes.
Maximum growth is obtained for €=0:

Apar=1kpl(Ay /9)coshy| . an

It should be remarked that the growth rate in Eq. (17) de-
pends on the laser intensity through the requirement that
= .

Since, at the order of approximation employed here,
Ay and Ay are constants, the parametric instability is ex-
pected to affect the extraction efficiency of the FEL main-
ly. through increased electron-beam radius and particle
detrapping from the ponderomotive poteatial, such as
that described in Refs. 1 and 2, and would resuit once the
betatron amplitude is sufficiently large. It must be
remarked, however, that if the variation of the optical
field amplxtude or phase over the scale length indicated
by (17) is large enough, then the resonance (15) may be
crossed without an appreciable effect on the efficiency.>¢
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SYNCHROTRON-BETATRON PARAMETRIC INSTABILITY IN FREE-ELECTRON LASERS
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Analysis of the synchrotron-betatron coupling in a free-electron laser indicates that the particle motion is susceptible to an
instability arising from the energy dependence of the betatron wave number. The domain of this instability, which is of a parametric
type and Causes an exponential growth of the betatron amplitude. is identified and the growth rate therein determined.

1. Introduction

Coupling of the various oscillatory degrees of free-
dom in a free-electron laser (FEL) may be deleterious to
its efficient operation due either to detrapping out of
the ponderomotive potential well or to growth of the
betatron oscillation amplitude and emittance. In ref. 1]
it is shown that the curvature of the optical wave fronts
couples the synchrotron and betatron oscillations of the
electrons and that under the proper resonance condition
the amplitude of the synchrotron motion increases un-
stably. In subsequent work, the authors of ref. [2] showed
that a similar betatron-induced forcing of the synchro-
tron motion results in the case of planar optical wave
fronts provided the wiggler field is tapered.

Here it is shown that the particle motion is addition-
ally susceptible to an instability which arises from the
energy dependence of the betatron wave number. This
leads to an exponential growth of the betatron oscilla-
tion amplitude and velocity. The region of parameter
space wherein this instability is operative is identified
and an analytical expression for the growth rate is
obtained.

2. Wiggle-average equsations of motion

It is assumed that the wiggler is linearly polarized,
with the vector potential given by
A, = A, cosh(k,y) sin(k,z)e,,

where A4, is constant and 2% /k,, is the wiggler period.
The vector potential of the linearly polarized optical

* Permanent address: Science Applications International
Corp., McLean, VA, USA

Elsevier Science Publishers B.V. (North-Holland)

field is taken to correspond to the fundamental vacuum
Gaussian mode:

A, =A, cos(%z-m+¢)¢x,

where o is the angular frequency,

#(y, 2) =wy?/(2eR) - { arctan(z/zp) + 4y, (1a)
R=z[1+(zp/2)] (1v)

is the radius of curvature of the wave fronts,

2
r= e (10)
is the Rayleigh range, ¢y, is a constant,

1,2
A,-j,[w—(w‘;—)] exp[ -_vz/wz(z)]. (1d)

A, is a constant, and w(z). the spot size at z, is related
to the waist w, at 2 =0 by

1/2
w(z) = w1+ (2/20)7] . (1¢)

The equations of motion in terms of the independent
variable z are derivable from the Hamiltonian function

=p.(». py; t, — E; 2), which is given by [3]
E m%?
p-'=?-T—E [1+(py/mc)z+af,]. (2)

where E is the total energy and a, is the normalized
total vector potential:

a,=a, cosh(k,y) sin(k,z) +a, cos(-?z-—ut+¢),
(3)

with a,, = |e| A, /(mc?).
Substituting eq, (3) into eq. (2), it is found that

p,--?—%%:{l+(%)z + Yal cost?(k, )

+aya, cosh(k,y) X sm[(% +It.,)z-m+¢]}.
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Hamiiton’s equations are then given by

%% = (4a)
%_q [ sinh(2k,, y)] )
%'k ko - 5 , [1 + ya? cosk?(k,y) + (y.,)z],

(4)
3: 27:: a,a,fy cosh(k, y) cos(¥ +¢), (4d)
where y = E/(mc?), ¢ =(w/c+k,)z—wt, 0=

Py/(Yme), fg=Jo(§) — Ji(§) is the usual d:ffmnce of
Bessel functions [4], £ = (a,/2)*/(1 + a%/2), and
ak
wrw 5
2y ©)
is the betatron wave number. In arriving at eq. (4b) it
has been assumed that

a Ya,y ay

-, , 1, 6
max{ 4w’ 1+a/2 a,,(k,,wb)z} b ®
where w, is the waist of the optical field [eq. (1¢)])
Additionally, the wave term, proportional to a./y?, has
been dropped from eq. (4c).

ks'

3. Analysis of synchrotron—betatron coupling

Variation of the optical phase ¢ across the wave
fronts underlies the instability investigated in ref. [1].
Specifically, the first term in eq. (1a) leads to a linear
increase with z of the synchrotron oscillation amplitude
of deeply trapped electrons. Assuming the radius of
curvature R of the wave fronts to be constant, the
growth rate of this instability is proportional to y3/R,
where yg is the amphtude of the betatron oscillation. In
what follows it is assumed that y,/R — 0. This is the
case for electrons confined to the central portion of the
electron beam, or in the region where the curvature of
the ‘wave fromts is small. Assuming further that the
z-variation of ¢ is small on the length scale of the
instability to be discussed, for a synchronous electron
egs. (4c) and (4d) imply
y = § = constant, (7a)
d+o=(n+)m, n=0,+1,+2,---, ()
whence for |k, y| < 1 egs. (43) ‘4b) integrate to
y =g cos(kyz ) + kg 'og sin(ksz ), (®)
where, from eq. (5), kg=a,k,/V2# is the betatron
wave number for a synchronous electron, and y,, vp
are constants. The synchronous energy follows from eq.
(4c) by setting dy/dz = 0:

_1+4al [1+(k_,y,) ]
2ck,/w— o,

)

For an clectron in the vicinity ¢ e syr.caronous
particle, y =9+ 8y, ¢y =y +8y,ar s (. and(4d)
imply synchrotron oscillations of 8- of ¢ . Through
the y-dependence of the betatron v . nun:..2r {eq. (5)}
it follows from egs. (4a) and (4" .nat under an ap-
propriate resonance condition a arametric instability
of the coupled betatron and syr.- irotron oscillations is
then possible.

To examine this, the expression in eq. (8) is gener-
alized to

y=ys(z) cos[(l?, + ¢)z]

+ (l?, + c) -lv,(z) sm[(l?, + ()Z] ,
where yg and vy are now functions of z and ¢ is a small
wave-numbers shift. Assuming [dyg/dz] = ey, |dvg/
dz| ~cop, k,yp« 9”12, and omitting terms on the
order of €2, one finds that yp and vy grow like exp(Az)
when the following synchrotron-betatron resonance
condition is satisfied:

o= “’;‘;. deeths (1+saa>]

is the synchrotron wave number, and

A= £ ([3ks(av/5) cos ]~ &) "

is the growth rate of the instability.

4. Discussion

It is clear that the source of the instability discussed
here lies in the energy dependence of the betatron wave
number {Eq. (5)]. Previous studies of the synchrotron-
betatron coupling have neglected this dependence. The
results of refs. [1] and (2] indicate a linear growth in the
amplitude of the synchrotron motion for deeply trapp~d
clectrons. On the other hand, for the parametric insta-
bility discussed here, the synchrotron motion is stable,
whereas y, and vg grow fast exponentially. In ail three
cases, however, the resonance condition is essentially
kye = 2kg. Maximum growth is obtained for ¢ =

A = kg | (Av/%) cos 1. )

Since, at the order of approximation employed here,
the synchrotron motion is stable, the parametric insta-
bility is expected to affect the extraction efficiency of
the FEL mainly through an increased electron-beam
radius, and particle detrapping from the ponderomotive
potential, such as that described in refs. [1] and [2],
would result once the betatron amplitude is sufficiently

IN1. THEORY
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large. It must be remarked, however, that if the varia-
tion of the optical-field amplitude or phase over the
scale length indicated by eq. (10) is large enough, then
the resonance may be crossed without an appreciable
effect on the efficiency [5,6).
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ELECTRON-BEAM QUALITY IN FREE-ELECTRON LASERS
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The equilibrium electron-beam radius in a free-electron laser is determined by the emittance and focussing properties of the
wiggier. The spot size of the radiation beam is determined by the optical guiding effects of the interaction. We have obtained s simple
relationship connecting the beam emittance and the wavelength, with wiggler strength and current as parameters. Making use of the
dispersion relation to define a scaled parallel thermal velocity, we then proceed to determine the limits on the velocity spreads to

achieve a desired lasing wavelength.

The electron-beam quality in a free-electron laser
(FEL) limits the efficiency and uitimately the wave-
length at which it can be operated. Although the radia-
tion and electron beam in the FEL are not constrained
in the transverse direction by a slow-wave structure or a
waveguide, the beam profiles must be closely matched
to ensure an efficient interaction. The transverse emit-
tance and wiggler focusing determine the radius of the
electron beam, and the radius of the radiation beam is
determined by optical guiding {1]. Here we consider the
case of gain guiding in a planar wiggler. In this case, the
relationship between the unnormalized electron-beam
emittance ¢ and the radiation wavelength A (for a
filling factor of 1) is given by

A= [yr/(l + a,z,/Z)] 12, (1)
where » = I, [kA]/178 is Budker’s parameter, y=1/(1
- B4, B=v/c, and a, =ed,/mc?, A, being the
wiggler vector potential.

As is well-known, in vacuo the scale length for
diffraction of a beam of waist w and wavelength A is
given by the Rayleigh range Z, = «w?/A. Thus, for a
given electron-beam emittance, higher gain and current
are required to maintain a matched radiation beam at a
longer wavelength, and the A versus /, scaling of eq. (1)
is a reflection of this fact. This is to be contrasted with
the classical resuit A = e which is obtained by simply
matching the waist of the electron and radiation beams
when there is no optical focusing [2]. In fig. 1 we plot
eq. (1) for two different cases, y/y, = 12 kA (----) and
vl, = 60 kA (....). Also shown is the nominal operating

* Permanent address: Science Applications Int. Corp., Mc-
Lean, VA, USA.

Elsevier Science Publishers B.V. (North-Holland)

point for the experiments at Boeing Aerospace Com-
pany (BAC).

Brightness has become a frequently used figure of
merit for the electron beam in FELs. The normalized
brightness is defined as [2]

B, =al,/m%2,
where ¢, = Bye is the normalized emittance and a is a

12

-
N (-] o

RADIATION WAVELENGTH A (um)
»

0 1 2 3 4 5
UNNORMALIZED EMITTANCE ¢ (mm-mrad)
Fig. 1. Radiation wavelength versus unnormalized electron-
beam emiutance. The classical A = me scaling is shown as a full
line. The other lines show the scaling indicated by eq. (1). The
point corresponding to the experiment at the Boeing Aerospace
Company (BAC) is also shown.
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form factor. (For a beam with 2 uniform ellipsoidal
cross section. a = 2.)

For a uniform circular cathode of radius r. the
thermal contribution to the emittance is e¢=2r(T/
mc?)'/2. For typical thermionic emitters. the average
transverse energy of emitted electrons is 0.1 eV, which
gives a peak brightness of (for a=2) B,=8.2X
10°/,/v*. where J, is the current density. The trans-
verse emittance and brightness are useful parameters
characterizing electron beams. Emittance filters pre-
serve beam brightness while reducing beam emittance.
However, the dynamics of the FEL is determined by the
interaction of the wave with the axial component of the
beam velocity. The axial energy spread in an electron
beam can come from a variety of sources such as
wiggler gradients, space charge and pitch-angle scatter-
ing. A useful definition of beam quality for the FEL
that emphasizes the axial energy spread is

Sy,
Bo=Jy/ ( Y )
where 5y, is the total spread in the axial energy.

Although the beam parameters B, ¢, and B are
useful figures of merit for the electron beam, the FEL
dispersion relation is required to obtain the scaling of
the wavelength with emittance, as was done in eq. (1)
for the case of gain guiding.

We have derived the dispersion relation in the high-
gain Compton limit for an electron beam with a
Lorentzian electron velocity distribution, and solved for
the effective thermal velocity S [2}:

Sv

/c\y 706

Fig. 2. Radiation wavelength versus parallel and perpendicular

velocity spreads (normalized to the speed of light, ¢). The

parameters are taken to be those of the Boeing experiment: a

170 MeV, 250 A electron beam of 1 mm radius, a 2.18 cm
wiggler period and a wiggler fieldof 1 T. -

where 8u) is the axial velocity spread. When S ap-
proaches 1. the phase velocity of the ponderomotive
wave lies within the velocity spread in the beam frame.
Hence, we make the transition from the cold-beam
limit, where all of the beam electrons are involved in the
interaction, to the warm-beam or kinetic regime, where
only a fraction of the beam particles are involved.

The scaled thermal velocity can be expressed in
terms of the cold-beam efficiency 7 as

S = Y78u,/nv,.

We can combine eq. (1), connecting the wavelength
and the emittance, with the expression for the scaled
thermal velocity (Eqg. (2)] to obtain an expression for the
wavelength achieveable for given parallel and per-
pendicular velocity spreads:

A [2«2 Wi 1+a2,2 ( bv, )’

Ty 53 a? Yr c

1 b4 Sv 2]
Fy
e —=1}1] . 3
21+af,/2( ¢ )]( ()

Here, if we let S =1, we can find the bounding surface
for tranmsition to the kinetic regime of operation of an
FEL. Note that the expression in eq. (3) has the virtue
that it reduces to eq. (1) or eq. (2) in the appropriate
limit.

In fig. 2 we have plotted the wavelength divided by
the electron-beam radius as a function of the paraliel
and perpendicular velocity spreads. The parameters
chosen are approximately those of the Boeing FEL: a
170 MeV. 250 A electron beam of 1 mm radius, with a
wiggler period of 2.18 cm and a wiggler field of 1 T. If
A/r, lies on the surface. then we are operating in the
cold-beam regime for the paralle] velocity spread and in
a regime where the radiation beam spot size is matched
to the electron beam for the given perpendicular veloc-
ity spread. Note that the requirement on 8v, is about
four orders of magnitude more severe than that on 8v, .
This indicates a possible drawback of the technique of
subharmonic bunching for operation at short wave-
lengths. Subharmonic bunching, which increases the
peak current by axially compressing the beam, has the
deleterious effect of increasing the axial velocity spread.

In conclusion, we have obtained an expressiop for
the lasing wavelength of an optically guided FEL in the
exponential-gain regime of operation. This expression,
given by eq. (3), allows us to compare and evaluate the
effect of the spreads in the electron distribution func-
tion in axial and perpendicular directions. Clearly, limi-
tations on electron sources and problems in generating
high-quality beams for free-electron lasers will continue
to challenge accelerator scientists.
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Finite-Pulse Free-Electroa Laser

B. Hafizi,®’ A. Ting, P. Sprangle, and C. M. Tang

Beam Physics Branch, Plasma Physics Division, Naval Research Laboratory, Washington, D.C. 20375-5000
(Received 13 July 1989)

We compare the radiation output from simulations of a finite-pulse high-power laser for several taper-
ing rates. A fast taper leads to a tenfold incre~se in efficiency as compared to a slow taper, with little
change in peak radiation inteasity. The enhanced power for fast tapering rates is due to an increase in
the optical-puise cross section, brought about by a reduction in refractive guiding. This is analyzed by
an envelope equation for the radiation beam. For the tapering rates leading to the highest powers, the

optical pulse is virtually free of sideband modulation.

PACS numbers: 42.55.Tb, 52.75.Ms

One-dimensional free-electron-laser (FEL) theory pre-
dicts that the radiation intensity increases when the
wiggler is tapered, leading to higher efficiency.' Thus,
one would expect that a faster taper should lead to a
higher output intensity and efficiency. Multidimensional
resuits* are generally reported as an increase in output
power, without specifying the intensity, which is a key
parameter in many applications. We have studied a
high-power, finite-pulse FEL with a 3D, axisymmetric,
time-dependent code. Comparison of the radiation at
the wiggler exit for several tapering rates confirms the
increase in power enhancement with faster tapering
rates. Surprisingly, this improvement is not primarily
due to an increase in the peak intensity within the puise;
rather, it is due to an increase in the radiation spot size.
It turns out that the extra energy extracted from the
electron beam is spread over a larger cross section due to
a reduction in optical guiding.

Two causes of guiding,'">*"!' gain focusing and re-
fractive guiding, have been distinguished based on the
notion of a complex refractive index.® In general, these
two participate simultancously and their combined effect
on the spot size can be ascertained via the envelope equa-
tion for the radiation beam in an FEL.' We find that
refractive guiding, which dominates gain focusing, di-
minishes as the tapering rate is increased. As a result
the wave fronts become more convex and the spot size in-
creases.

To examine guiding, consider the FEL refractive in-
dex 1-3:5-10

u=1+(wp/w)*(a./2|a| Mexp(—i&)/7),

where @, is the plasma frequency, and a., = |e|B./
ko mc? and a= | e | A/mc? are the normalized vector po-
tentials of the wiggler and radiation fields, with — |e |
the charge and m the mass of an electron with energy
ymc?, B, the amplitude, and 2x/k. the period of the
wiggler. The clectron phase relative to the ponderomo-
tive potential is &, and (- - ) denotes a beam average.
The optical vector potential is represented by

Ae™®E/c=0g 124 c.c., where A(r,t) is a slowly varying
amplitude, o is the frequency, and é; is the unit vector
along the x axis. The real part of u governs the refrac-
tive effect and the imaginary part describes the gain.
Their combined role in the evolution of the radiation spot
size r,(z,1) is expressed by the envelope equation '

rP+K¥z,1,r,, a0 )rs=0,
K2=(2c/0)* — 1 +2Ccosé, + C2sin%,
+(@/2c)r2C'sin&,)r, 4,

where ag is the amplitude of the fundamental Gaussian
mode, C=(2I,/177,)Ha./|acl, the prime symbol
=8/9z+c ~'8/8¢, I, is the beam current in kiloamperes,
H, which is a form factor related to the transverse profile
of the electron beam, is roughly a constant and close to
unity herein, y, is the relativistic factor for a resonant
electron, and &, is the resonance phase approximation for
{(&). The — 1 in the expression for K is due to vacuum
diffraction, 2Ccosé, contributes to refractive guiding
arising from the real part of u, and the third and fourth
terms, due to the imaginary part of u, contribute to gain
focusing. The relative importance of these will be dis-
cussed along with the simulation resuits.

The code employs the method of source-dependent ex-
pansion,'® using Gaussian Laguerre functions to evolve
the optical field.'> Betatron motion in a wiggler with
parabolic pole faces is included. The initial electron dis-
tribution is a parabolic along the axial direction and in.
the transverse plane. The parameters for the computa-
tions, which are similar to those for the proposed rf-linac
FEL experiment at the Boeing Acrospace Company, are
listed in Table I.'' The input power is sufficient to ini-
tially trap all the electrons. The tapering of the wiggler
field, commencing at the entrance, is obtained by
prescribing a constant rate of decrease of electron energy
dy./dz <O0.

For brevity, the results for only two tapering rates will
be discussed. Case (a), —dy,/dz=0.1 m ™' (§,=1.8°),
has a slow taper, and case (b), —dy,/dz=13 m™'

180 © 1990 The American Physical Society
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TABLE L. Parameters for a high-power, rf-linac FEL.
e — -~ — — 4

Energy ymc? 175 MeV
Current /, 450 A
Normalized edge emittance 153 mmmrad
£E-beam radius 1 mm
E-beam pulse length 6.7 ps
Wiggier field B., 6.4 kG
Wiggler period 2x/k. 4.7cm
Wiggler length L 2m
Radiation waveleagth 2xc/o 1 pm
Initial spot size 7, 1.25 mm
450 MW

Peak radiation input power

(£,==18°), has a fast taper. Figure | shows the profiles
of the optical pulse |a(z,7=0)| and the electron pulse
at the end of the wiggler for cases (a) and (b). Note
that the peak intensity (~ |a [?) is about the same in
both cases. The asymmetry of the optical pulse is due to
the slippage of the clectrons, which causes a greater
amplification of the trailing side of the optical pulse as
compared to the leading edge. Taking account of the
finite transverse extent of the pulse, the slippage over a
wiggler of length L is

LI +a2/2)/ v} = (xc/or,)*1=1 mm,

where the second term is due to transverse effects. This
is comparable to that observed in Fig. 1. Figure 1(a)
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FIG. 1. Vector potential |a(z.7==0)| and linear electron
density N(z) at wiggler exit. (a) Slow tapering rate, resonance
phase & =1.8° [case (a)); (b) rapid tapering rate, resonance
phase &,==18° [case (b)]. Note that intensity e |a |2

0 1.0

also illustrates the growth of sideband modulations from
the leading to the trailing edge of the optical pulse. Note
the sharp reduction in the modulation of the pulse in the
more rapidly tapered case (b), Fig. 1(b), as in a recent
experiment. '

Figure 2 shows the radiation spot size r,(z) (solid
line) and wave-front curvature a(z) (dashed line), with
a(z) normalized to wr?/2c. Note that in the region
where the field amplitude is significant the spot size is
much smaller than in the surrounding regions where
a==0, and 7, and a cvolve as in vacuum. Note further
that for case (a), shown in Fig. 2(a), a=0 within puise,
indicating roughly planar wave fronts. On the other
hand, for case (b), shown in Fig. 2(b), a > 0, indicating
that the wave fronts are convex everywhere.

Figures 3 and 4 show the real and imaginary parts of
u(z) at the end of the wiggler. Comparing Figs. 3(a)
and 3(b) it is apparent that Reyu is significantly larger in
the former, case (a). On the other hand, noting that
Imu < 0 corresponds to gain, Fig. 4(a) indicates that the
net gain is approximately zero after averaging over the
synchrotron modulations, whereas the more rapidly ta-
pered case (b) of Fig. 4(b) is seen to have a net gain in
the region where the optical field is significant.

The implication of these results with regard to the spot
size may be ascertained by a consideration of the terms
in K2 in the envelope equation. Taking account of the
fraction of trapped electrons, one finds that in going
from case (a) to case (b) the gain-focusing term

-]
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FIG. 2. Spot size r,(z) and normalized curvature a(z) at
wiggler exit. (a) Slow taper [case (a)l; (b) rapid taper [case
b))
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FIG. 3. Real u(z,r=0) part of refractive index at wiggler
exit. (a) Slow taper [case (a)}; (b) rapid taper [case (b)].

C¥sin%E, increases from 2.4x%1072 to 7x1072 The
other term, (w/2c)r2C'siné,, changes from —4.4x10 7>
to —2.4x10 "2, the negative sign indicating a defocusing
contribution. On the other hand, the refractive-guiding
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FIG. 4. Imaginary u(z.r=0) part of refractive index at
wiggler exit. (a) Slow taper [case (a)l; (b) rapid taper [case
(M)

182

term 2C cosé, decreases from 3.1 to 1.6. The increase in
the magnitude of the gain-focusing terms in going from
case (a) to case (b) is principally due to the increase in
&,. Concurrently, the 50% reduction in the refractive-
guiding term is due to the increase in |ao| and the de-
crease in a.. Since the refractive-guiding term is the
dominant term, the reduction in its value lcads to a de-
crease in K2, and hence to reduced optical guiding. The
net effect is the increase in the spot size and the curva-
ture observed in Fig. 2(b) as compared to Fig. 2(a). In
other words, the wave fronts become increasingly convex
with faster tapering rate.

Figure 5 summarizes the results for the nine tapering
rates —dy,/dz=0.1,0.3,...,1.7 m ~}, corresponding to
&==x18°3.5°...,35°. Beyond —dy,/dz=03 m~',
the amplitude |a| is fairly constant up to —dy,/dz
=1.3m ', after which it decreases. However, there is a
near-monotonic increase in the spot size. Therefore, it is
the increased transverse extent of the optical field—and
not an increase in intensity—that is responsible for the
enhancement in the power (< | 7,2 |2) observed in Fig. 5.
Based on the desired output power and the constraint on
the maximum spot size one can determine the optimal
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FIG. 5. Summary of results for various tapering rates
~dy,/dz. Efficiencies are obtained from total energy in optical
field. For other quantitics, ordinate values correspond to
peak-power point along the pulse, which varies somewhat be-
tween the different tapering rates.
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tapering from Fig. 5.

Returning to Fig. |, the period of the sideband modu-
lation in Fig. 1 is within 10% of that given by theory. '*'*
Tapering reduces sideband modulation by decreasing the
trapping fraction and by distorting the synchrotron
motion. '>!¢ The trapping fraction drops from ~40% in
case (a) to ~35% in case (b). A measure of the distor-
tion of electron orbits is given by'? R=|c(dy,/dz)
/a(y—7.))| which is the ratio of the change in energy
¢dy./dz due to tapering and the change in energy
(a(y=—17,)) due to synchrotron motion, where 0 ==ck,,
x[2a,la|/(1+a2)12? is the synchrotron frequency.
For case (a), R==1%, indicating a slight distortion,
whereas for case (b), R=25%. indicating significant
modification of the synchrotron motion and thus, re-
duced sideband modulation, as is indeed observed in Fig.
1(p).

In summary, we find that tapering does not sig-
nificantly affect the peak intensity in an FEL. Power
enhancement is accomplished by spreading the radiation
into a larger cross section due to reduced refractive guid-
ing. It should be remarked that tapering can lead to an
increase in the intensity if the spot size is held constant.
From the envelope equation it can be shown that this
may be achieved by suitable “tapering™ of the electron-
beam radius. For a tapered FEL with the parameters

herein, distortion of electron orbits due to tapering is ob- -

served to be a significant cause for the reduction in side-
band amplitude.
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EFFECT OF TAPERING ON OPTICAL GUIDING AND SIDEBAND GROWTH IN A FINITE-PULSE
FREE-ELECTRON LASER

B. HAFIZI *, A. TING, P. SPRANGLE and CM. TANG
Beam Physics Branch, Plasma Physics Division, Naval Research Laboratory, Washington, DC 20375-5000, USA

The radiation outputs from a finite-pulse high-power laser for several tapering rates are compared. Simulations reveal that fast
tapering leads to increased efficiency as compared to slow tapering, but with little change in the peak radiation intensity. Increasing
the tapering rate reduces refractive guiding and increases the spot size of the optical field. The enhanced power for fast tapering rates
is due 1o the increase in the optical pulse cross section. rather than an increase in the amplitude. This is analyzed by an envelope
equation for the radiation beam. Reduced sideband modulation due 10 distortion of the synchrotron motion by the tapering is also

observed.

1. Introduction

One-dimensional free-electron laser (FEL) theory
predicts that the radiation intensity increases when the
wiggler is tapered, leading to higher efficiency [1-3).

Thus, one would expect that a faster taper should lead

to a higher output intensity and efficiency. Multidimen-
sional results [4] are generally reported as an increase in
output power, without specifying the intensity, which is
a key parameter in many applications. We have studied
a high-power, finite-pulse FEL with a 3D, axisymmet-
ric. time-dependent code. Comparison of the radiation
at the wiggler exit for several tapering rates confirms
the increase in power enhancement with faster tapering
rates. Surprisingly, this improvement is not primarily
due to an increase in the peak intensity within the
pulse; rather, it is due to an increase in the radiation
spot size. It turns out that the extra energy extracted
from the electron beam is spread over a larger cross
section due to a reduction in optical guiding {5).

Two causes of guiding [1-3,6-12}, gain focusing and
refractive guiding, have been distinguished based on the
notion of a complex refractive index [9). In general
these two participate simultaneously and their com-
bined effect on the spot size can only be ascertained via
the envelope equation for the radiation beam in an FEL
{11). We find that refractive guiding, which dominates
gain focusing, diminishes as the tapering rate is in-
creased. As a result the wave fronts become more con-
vex and the spot size increases.

* Permanent address: Science Applications Int. Corp., Mc-
Lean, VA, USA.

Elsevier Science Publishers B.V. (North-Holland)

2. Radiation envelope equation

To examine guiding, consider the FEL refractive
index [1-3,6-12]

p=1+(wp/w)(au/2]alKexp(=i6)/r). (1)
where 1s the plasma frequency, and a, =
|e|B./k.mc® and a= |e|A/mc? are the normalized
vector potentials of the wiggler and radiation fields,
with —|e| the charge and m the mass of an electron
with energy ymc?, B, the amplitude and 27/k, the
period of the wiggler. The electron phase relative to the
ponderomotive potential is §, and (...) denotes a
beam-average. The optical vector potential is repre-
seated by A expliw(z/c - 1)]é,/2 + c.c., where A(r, 1)
is a slowly varying amplitude, « the frequency and ¢,
the unit vector along the x-axis. The real part of u
governs the refractive effect and the imaginary part
describes the gain. Their combined role in the evolution
of the radiation spot size r,(z, 1) is expressed by the
envelope equation [11]

r/+K¥(z,t, r.lag|)r,=0, 2
2 2¢\? 2 .2
K s(:) [—1+2Ccos£,+C sin“§,
w . -
+ 52 7}C’ sin f,]r, ‘

where a, is the amplitude of the fundamental Gaussian
mode, C=(21,/17y,)Ha,/|a,|, = 8/3z+c"'3/dt,
I, is the beam current in kA, H, which is a form-factor
related to the transverse profile of the electron beam, is
roughly a constant and close to unity herein, v, is the
relativistic factor for a resonant electron, and §, is the
resonance phase approximation for (¢). The —1 in the
expression for K? is due to vacuum diffraction,
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2C cos £, contributes to refractive guiding arising from
the real part of u, the third and the fourth terms, due to
the imaginary part of g, contribute to gain focusing
The relative importance of these will be discussed along
with the simulation results in the following section.

3. Results and discussion

The code employs the method of source-dependent
expansion {11], using Gaussian-Laguerre functions to
evolve the optical field {13]. Betatron motion in a wig-
gler with parabolic pole faces is included. The initial
electron distribution is parabolic along the axial direc-
tion and in the transverse plane. The parameters for the
computations, appropriate for an FEL amplifier based
on an rf linac [14), are listed in table 1. The input power
is sufficient to initially trap all the electrons. The taper-
ing of the wiggler field, commencing at the entrance, is
obtained by prescribing a constant rate of decrease of
electron energy, dvy,/dz <O0.

For brevity, the results for only two tapering rates
will be discussed. Case (a), —dy,/dz=01m"' (§, =
1.8°), has a slow taper, and case (b), ~dvy,/dz=13
m~! (£ =18°), has a fast taper. Fig. 1 shows the
profiles of the optical pulse |a(z, r =0)| and the elec-
tron pulse at the end of the wiggler for cases (a) and (b).
Note that the peak intensity (~ | a|2) is about the the
same in both cases. The asymmetry of the optical pulse
is due to the slippage of the electrons, which causes a
greater amplification of the trailing side of the optical
pulse as compared to the leading edge. Fig. 2 shows the
longitudinal profiles of the power in the radiation pulse
for cases (a) and (b). Note the clearly enhanced power
in the rapidly tapered case (b). Taking account of
the finite transverse extent of the puise, the slippage
over a wiggler of length L is L[(1+a2/2)/v}—
(mc/wr,)?]/2 =1 mm, where the second term is due to
transverse effects. This is comparable to that observed
in fig. 1. Fig. 1a also illustrates the growth of sideband
modulations from the leading to the trailing edge of the

Table 1

Parameters for a high-power, rf-linac FEL
Energy ymc? 175 MeV
Normalized edge emittance 153 mmmrad
E-beam radius 1mm
E-beam pulse length 6.7 ps
Wiggles field B, 6.4kG
Wiggler period 2u/k,, 47cm
Wiggler length L 2m
Radiation wavelength 2nc /o lpum
Initial spot size 7, 1.25 mm
Peak radiation input power 450 MW
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Fig. 1. Vector potential {a(z, r) = 0| and linear electron den-
sity N(z) at wiggler exit. (a) Slow tapering rate, resonance
phase £, =1.8°, case (a); (b) rapid tapering rate, resonance
phase §, >18°, case (b). Note that intensity « |a|2.
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Fig. 2. Radiation power in GW at wiggler exit. (a) Slow taper,
case (3); (b) rapid taper, case (b).
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Fig. 3. Spot size r(z) and normalized curvature a(z) at
wiggler exit. (a) Slow taper, case (a), (b) rapid taper, case (b).

optical pulse. Note the sharp reduction in the modula-
tion of the pulse in the more rapidly tapered case (b), as
in a recent experiment {15).

Fig. 3 shows the radiation spot size r,(z) (solid line)
and wave-front curvature a(z) (dashed line), with a(z)
normalized to wr?/2c. Note that in the region where
the field amplitude is significant the spot size is much
smaller than in the surrounding regions where a =0,
and r, and a evolve as in vacuum. Note further that for
case (a), shown in fig. 3a, a=0 within the pulse,
indicating roughly planar wave fronts. On the other
hand, for case (b), shown in fig. 3b, a > 0, indicating
that the wave fronts are convex everywhere.

Figs. 4 and 5 show the real and the imaginary parts
of u(z) at the end of the wiggler. Comparing figs. 4a
and 4b it is apparent that Re u is significantly larger in
the former, case (a). On the other hand, noting that
Im g <0 corresponds to gain, fig. 5a indicates that the
net gain is approximately zero after averaging over the
synchrotron modulations, whereas the more rapidly
tapered case (b) of fig. 5b is seen to have a net gain in
the region where the optical field is significant.

The implication of these resuits with regard to the
spot size may be ascertained by a consideration of the
terms in K2 in the envelope equation, eq. (2). Taking
account of the fraction of trapped electrons, one finds
that in going from case (a) to case (b) the gain-focusing
term C? sin’, increases from 2.4 1073 10 7x 1072

1.2x10°7

1.0

08

0.6

0.4

02

0

1.2x10-7

REAL -1t

1.0 ~
08 -
osf- i
04} -

02} =

0
| |

0 1.0 2.0 3.0 40
Z(mm)
Fig. 4. Real part of refractive index u(z, 7 = 0) at wiggler exit.
(a) Slow taper, case (a); (b) Rapid taper, case (b).
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The other term, (w/2c)r*C’ sin §,, changes from —4.4
x 1073 to —2.4 X 1072, the negative sign indicating a
defocusing contribution. On the other hand, the refrac-
tive guiding term 2C cos §, decreases from 3.1 10 1.6.
The increase in the magnitude of the gain focusing
terms in going from case (a) to case (b) is principally
due to the increase in §,. Concurrenudy, the 50% reduc-
tion in the refractive guiding term is due to the increase
in |ay| and the decrease in a,. Since the refractive
guiding term is the dominant term, the reduction in its
value leads to a decrease in K2, and hence to reduced

optical guiding. The net effect is the increase in the spot
size and the curvature observed in fig. 3b as compared
to fig. 3a. In other words, the wave fronts become
increasingly convex with faster tapering rate.

Fig. 6 summarizes the results for the nine tapering
rates —dy,/dz=0.1, 0.3, ..., 1.7 m~}, corresponding
to §,=18° 35° ..., 35° Beyond —dy,/dz=0.3
m~!, the amplitude |a| is fairly constant up to —dy,/
dz=1.3 m™1, after which it decreases. However, there
is a near-monotonic increase in the spot size. Therefore,
it is the increased transverse extent of the optical field -
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Fig. 7. Fourier spectrum of radiation amplitude ja(N)} at
wiggler exit. (a) Slow taper, case (a); (b) rapid taper, case (b).

and not an increase in intensity - that is responsible for
the enhancement in the power (= |r,a|?) observed in
fig. 6. Based on the desired output power and the
constraint on the maximum spot size one can determine
the optimal tapering from fig. 6.

Returning to figs. 1 and 2, sideband modulation is
seen to be sharply reduced. This is also shown in fig. 7
where the Fourier spectra of the radiation amplitude
|a(A)| are plotted for cases (a) and (b). The wave-
length of the sideband radiation is within 10% of that
given by theory [16,17). Tapering reduces sideband
modulation by decreasing the trapping fraction and by
distorting the synchrotron motion {13,18). The trapping
fraction drops from ~ 40% in case (a) to ~ 35% in case
(b). A measure of the distortion of electron orbits is
given by [13] R = |c(dv,/dz)/(2(y ~¥,))| which is
the ratio of the change in energy cdy,/dz due to
tapering and the change in energy (2(y — v,)) due to
synchrotron motion, where @ =ck,[2a,jal/(1+
22)]'72 is the synchrotron frequency. For case (a), R =
1%, indicating a slight distortion, whereas for case (b),
R = 25%, indicating significant modification of the syn-
chrotron motion and thus reduced sideband modulation
as is indeed observed in figs. 1b and 2b.

4. Conclusions

We find that tapering does not significantly affect
the peak intensity in an FEL. Power enhancement is
accomplished by spreading the radiation into a larger
cross section due 1o reduced refractive guiding. It should
be remarked that tapering can lead to an increase in the
intensity if the spot size is held constant. From the
envelope equation it can be shown that this may be
achieved by suitable “tapering” of the electron beam
radius. For a tapered FEL with the parameters herein,
distortion of electron orbits due to tapering is observed
to be a significant cause for the reduction in sideband
amplitude.
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FINAL REPORT-THE NRL MODIFIED BETATRON
ACCELERATOR PROGRAM

1. Introduction

This final report summarizes important experimental results from the NRL modified
betatron program and documents its status at its termination on July 17, 1992. The
objective of this program was to study the critical physics issues of the concept and to
accelerate a 1 kA electron ring to 20 MeV with subsequent extraction of the ring. Critical
physics issues associated with the concept are self field effects, image forces at the walls of
thé .vacuum chamber, ring equilibrium, ring stability during acceleration, beam injection

and finally extraction.

At the time of its termination the trapped current in the NRL device was in excess
of 1 kA and the electron energy, as inferred from the main x-ray peak, above 20 MeV.
Even more importantly, the NRL research effort furnished valuable information on the
various critical physics issues of the concept. Twelve years ago i.e., at the commencement
of the modified betatron program very little was known about the physics of high current,
recirculating accelerators. Today, there is a solid, well documented, although incomplete

data base.

During its life span, the NRL program addressed both theoretically and experimentally
several important physical processes associated with the high current circular accelerators.
Curren.tly, the majority of these processes is reasonably well understood. However, there
are some experimental observations, such as the toroidal distribution of the beam losses
when the twelve resonant coils are activated, which, as of today, remain without a complete
explanation. In addition, a critical physics issue, the extraction of the beam, has been
addressed experimentally only temporarily and its data base is very limited.

Manuscript approved November 5, 1992. 1




Our experimental effort to develop a beam extraction scheme from the modified be-
tatron accelerator proceeded at slower than expected pace, mainly because the technical
approach had to be modified a few months before the termination of the program. In 1988,
an extraction technique was reported by the NRL research staff that is easily realizable
and has the potential to lead to high extraction efficiency. The hardware for this mainline
extraction approach was designed and fabricated. However, it was never installed in the
experiment because it requires a beam with low transverse velocity, since the aperture of
the agitator is small. There is evidence that the beam in the NRL device has substantial
transverse velocity caused by magnetic field disturbances. As a result of this difficulty, we
had to pursue some alternate extraction approaches that do not require beams with low

transverse velocity.

The alternate beam extraction approaches had to be terminated prematurely with the
shutdown of the program. Still, these incomplete beam extraction studies have furnished
some very interesting data on the toroidal beam loss distribution and the dependence of
the beam loss rate on the amplitude and risetime of the current pulse that powers the

twelve kicker coils. These results are discussed in Section I'Ve.

Although the conception and subsequent development of the modified betatron accel-
erator was motivated by defense oriented applications, it is likely that this device will be
useful in some areas of civilian economy. As a result of its compactness, light weight and
high-current carrying capability, the modified betatron can generate very intense electron

beam that can provide high dose rates at reduced unit irradiation cost.

In this report, we have compiled several publications written by the NRL-MBA re-
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search staff, which cover the highlights of the experimental effort. In addition, we have
included recent unpublished experimental results. The bulk of the theoretical work is not
included. This work is adequately documented in the published literature!. The Appendix
provides a list of all the publications, both theoretical and experimental, written by the

NRL research staff on the MBA and other similar accelerators.




II. Historical Background

The modified betatron accelerator was the major component of the Advanced Accel-
erator Program (AAP) that formally started in FY 81. However, preliminary work on the
modified betatron concept? was done before FY 81. At its commencement, the AAP was
a Special Focus Program (later it was renamed Accelerated Research Initiative) and it was

jointly supported by ONR and by in-house funds.

During FY 81 the modified betatron concept went through intensive theoretical eval-
uation. The objective of this evaluation was to assess the viability of the modified betatron
as a high current accelerator and to derive a set of scaling laws that can be used in the

design of the device.

The extensive theoretical and numerical studies were reviewed by the Modified Be-
tatron Review Panel that was convened at NRL by Dr. T. Coffey on November 19 and
20, 1981. The panel made several recommendations. Probably the most important was
the conceptual design of a proof-of-principle experiment. A key excerpt from the Panel’s

report.

As a general remark, the panel was impressed by the very high
quality of the NRL presentations and technical programs. The techni-
cal progress during the past 11 months has been substantial in all areas,
and provides a strong basis for expecting continued steady progress in
the equilibrium, stability, injection and extraction properties of the
modified betatron. While virtually all aspects of the high current
modified betatron provide a very difficult technical challenge, it is the

4




strong recommendation of the panel that NRL proceed immediately
with the conceptual design of a proof-of-principle experiment. The
conceptual design should be completed no later than November 1982,
with construction project approval to follow a design review at that

time.

N During the concept evaluation phase, it was brought to our attention that Donald
Kerst® in the U.S.A. and John Lawson® in England have added weak toroidal fields to
conventional betatrons* to increase their current carrying capabilities. However, these
quick experiments produced inconclusive resuits. In addition, in 1968 a USA patent was
obtained by P.J. Gratreau® for a betatron with a toroidal magnetic field and a radiai
electric field for deflecting the injected beam. The importance of the space charge effects
is not addressed in Gratreau’s patent. These effects have been included in an unpublished

work by A.G. Bonch-Osmolovsky.®

A device similar to the modified betatron is the plasma betatron. In the modified
betatron the high current circulating beam is generated by an external source and space
charge effects and images on the wall play a dominant role in the confinement of the
electron ring. In contrast, in plasma betatrons the circulating electrons are plasma runaway
electrons and are produced from the plasma that fills the vacuum chamber. The space
charge of the electron beam is neutralized by the background ions and thus does not play
any role in the confinement of the beam. Suggested initially by Budker’, the plasma
betatron was investigated by several groups including J.C. Linhart® and C. Maisonnier,
Reynold and Skarsgard® and more recently by Rostoker’s group!®. The MBA Preliminary

5




Design Review Panel met at NRL on December 7 and 8, 1982 and made several general and
detailed recommendations and approved the construction of the apparatus as presented

by the NRL research staff, but under two constraints.

At the time of the review the objective of the modified betatron program was the
formation of multikiloampere (5-10 kA) electron rings with subsequent acceleration from

3 to 50 MeV and the study of critical physics issues of such rings.
The most pressing Physics issues of the modified betatron concept, at the time, were:
1. Is it possible to efficiently inject a high current beam in a torc;idal device?
2. Do equilibrium states exist for a high current ring?
3. Are these equilibrium states stable on the time scale of interest?
4. Is the ¢.>rbit displacement resulting from the energy mismatch manageable?

Since a high quality 3 MeV, 10 - 20 kA injector accelerator required substantial devel-
opment and could not be obtained at an affordable cost and in order to reduce the risk and
the cost of the program, the initial objective was modified on March 29, 1983. According
to the reformulated program the development of the modified betatron should proceed in

two phases, with the following objectives:

Phase A: Formation of 1 kA, 1 MeV electron ring in a modified betatron configuration
using an inexpensive vacuum chamber. Without accelerating the ring (DC ring
experiment) study the critical physics issues associated with the concept, such
as injection, equilibrium and short time stability.

6




Phase B: After the installation of a new vacuum chamber accelerate the ring to 20 MeV

and study the critical physics issues associated with the acceleration, such as

long time ring stability and radiation losses.

The construction and assembly of the accelerator was completed on February 11, 1985, and
the testing of the various power systems on April 20, 1985. The first injection experiments

stgrted on April 22, 1985.

Phase A, i.e., the DC ring experiment was completed on July 29, 1986. Specif-
ically, electron rings were formed with circulating current between 1 - 3 kA. The DC
ring experiment has provided some valuable information on the physics of high current

*

rmgs.“' 12

In relation to Phase B, a substantial effort was made in the development of an inexpensive
vacuum chamber. The novel chamber made of epoxy reinforced graphite fibers was installed
in the experiment in the Summer of 1987. Attempts to accelerate the beam over a one
year period, i.e., between the summer of 1987 and the summer of 1988, were unsuccessful.
The ring confinement time was limited to a few microseconds, too short for imparting any

measurable energy to the beam.

In August, 1988, the decision was made to proceed immediately with the de-
sign, fabrication and installation of strong focusing windings'® !4 in the device. At the
time, Omicron Technology, Inc. had completed the design of a strong focusing system
for the MBA. However, the cost (~ $ 700k) and the time requested by the contractor to
complete the fabrication and installation of the strong focusing system (~ 40 weeks) were

7




not compatible with the budget and time schedule of the MBA. Thus, we decided to de-
velop the strong focusing system in-house. The installation of the stellarator windings was
completed in December 1988. The next few months were invested to assemble the power
supply for the SF windings and to carry out experiments with runaway electrons. The
experiments with an injected beam were initiated in April 1989. Within approximately
two months, i.e., when the Technical Review Panel convened at NRL by Dr. S. Ossakow
on June 27-28, 1989, to review the program, the trapped current was ~ 0.5 kA and the

beam energy!® ~ 10 MeV.

The Technical Review Panel made the recommendation that NRL management
continues the MBA program for two more years, as it becomes apparent from the following

excerpt taken from the Panel’s report.

The Committee was impressed by the significant
technical progress made during the past several months with
the addition of a helical strong focusing field in the NRL
modified betatron experiment. Dr. Kapetanakos and the
entire experimental team are to be commended for achiev-
ing the difficult milestone of 10 MeV at 0.5 kA. It is antic-
ipated that the improved physics understanding associated

with these experiments will be substantial.

Needless to say, the recent experimental results had
a favorable impact on the Committee’s assessment. It is rec-
ommended that Laboratory management give high priority

8




to continuation of the modified betatron program, at least
through the concept demonstration phase (20 MeV at 1 kA,

including extraction) over the next twenty-four months.

The spiky x-ray signals pro~..ed by the lost electrons in the NRL device could
be explained either by the cyclotron resonances or the cyclotron instability.! However,
measurements of the magnetic field components of the electromagnetic modes inside the
tor;idal chamber have shown'® that the amplitude of these modes was too small to excite
the cyclotron instability. Thus, the definite conclusion was reached that the cyclotron

resonance was the dominant beam loss mechanism.

During the next several months that followed the June 1989 review a concerted
effort was made to locate and eliminate the field disturbances that may excite the cyclotron
resonances.!” As a result of this effort and also by increasing the strong focusing and
toroidal magnetic fields, the beam energy was raised above 20 MeV while the trapped

current was in excess of 1 kA.

In late spring-early summer, 1991, while the beam dynamic stabilization exper-
iments with twelve ;'esonant coils were underway, we observed that th> beam could be
kicked out of the magnetic field of the device within a time interval that was comparable
to the risetime of the current pulse that powered the resonant coils.!® 1° Three current
pulses with risetimes 12, 5 and 0.4 usec were used. With the 12 usec risetime current
pulse the FWHM of the x-ray signal was reduced from approximately 900 usec to only 8

usec, i.e., by more than two orders of magnitude while its amplitude increased by a factor

of thirty.




Extensive studies of the spatial distribution of beam losses when the resonant
coils are energized with the 0.4 usec current pulse have shown that the beam strikes the
wall at six very well defined toroidal positions that are 60° apart. Rotation of the vacuum
chamber and thus of the strong focusing windings that are attached to the chamber by 30°
as well as an £ = 1 small radial displacement of the chamber had nc effect on the beam
distribution.!® However, in the absence of the strong focusing field when the resonant coils
are energized, the experimental results show that the beam strikes the wall at a single

toroidal position near § = 70°.

Although the fabrication of the hardware for the resonant extraction?® approach
that was the mainline extraction scheme for the NRL device was completed by the end of
FY 91, the resonant extraction was never tested experimentally. The reason is that this
extraction technique is based on a single agitator with a very small aperture. Therefore,
it requires a beam with low transverse velocity. However, this was not the case in the
NRL experiment. The amplitude of the various field imperfections never was reduced to
a low enough level to make the transverse velocity of the beam compatible with the small
aperture of the agitator. To avoid this difficulty we had to invent a new agitator with large
aperture. Among the various kickers considered, magnetic cusps were found to be the most
promising. Extensive numerical studies of several cusp configurations have shown that a
single layer, 24.2 cm long cusp surrounded by a resistive shroud could provide sufficient
displacement to the beam over a 20 nsec time period. Unfortunately such a cusp could not
be fabricated on time and thus we had to proceed with an inferior agitator that is based

on three double cusps that are located 120° apart in the toroidal direction. This agitating
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system was fabricated in-house and tested in the experiment for a short period of time
just before the termination of the MBA program. These incomplete results are discussed

in Section I'Ve.

Table I lists most of the important dates in the history of the MBA program
and Table II lists the names of the technical staff on November 15, 1991, i.e., the day NRL

decided to terminate the MBA program.
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IIl. Experimental Results Before the Installation of Strong Focusing (1985 -

1988).

This Section briefly describes the highlights of the experimental effort before the
installation of the strong focusing windings. To make these results meaningful to the
reader who is not familiar with the modified betatron, a short theoretical introduction has
been included that addresses the transverse dynamics of the electron ring. Although the
initial studies?!~23 of the transverse electron ring dynamics were based on the linearized
equations of motion, here we have adopted a different approach that was developed later
on and is based on the two constants of the motion.24 The latter approach has several
advantages; such as (i) It is easier and thus more transpareat, (ii) allows the ring orbits to
be determined over the entire minor cross section of the torus and not only near its minor
axis, and (iii) the toroidﬂ effects associated with the various fields can be included in a

natural and straightforward way.

a. Beam Dynamics
Consider an electron ring inside a perfectly coxiducting torus of circular cross section
as shown in Fig. 1. The center of the ring is located at a distance Ar, Az from the minor

axis of the torus. The kinetic energy ymec? of a reference electron that is located at the

position r, z varies according to the equation

mz%(r, 2) = ~Jef#- E(r, 2), (1)

where E (r,z) is the total electric field at the position of the reference electron. The electric

field is related to the space charge & and magnetic vector potential Aby
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E(r,z) =-Vé - %2‘-{, (2)

where the total time derivative of ® is given by

déd 4%
E—--a—t-l-v-VQ. (3)

For the problem of interest, the accelerating and self fields vary slowly in time and thus it

is a reasonable approximation to assume

A

a®
-5"-—3{30- (4)

Combining Egs. (1) to (4), we obtain

d~(r,z) _ le] d®(r,z) 0
dt me2 dt

or, after integration

~(r,z) - mLeclz-Q(r, 2z) = constant. (5)

According to Eq. (5) the sum of the kinetic and potential energy of the reference
electron is conserved. In a subsequent more accurate calculation!* the approximation
of Eq. (4) has been relaxed. It has been found that the partial time derivative of the

potentials contributes a small term that is proportional to »/~2.

Since the fields of the modiﬁed‘ betatron configuration are independent of the toroidal
angle 6, the canonical angular momentum Py is also a constant of the motion, i.e.,

17




Py = ymrvg — '%I-rAp = constant, (6)

where Ay is the toroidal component of the total magnetic vector potential and vy is the
toroidal velocity of the reference electron. Assuming that vy = v and eliminating -y from

Egs. (5) and (6), it is obtained

1/2
{[r::r + —U—Ao(r,z)]2 + l} - -"—L?—lz-(’(r,z) = constant, (7a)

or, at the centroid of the ring

/
{[mi’R "le,Ao(R Z)]’+1}l Pl -3#(R, Z) = constant. (78)

For very high energy beams, i.e., when 42 » 1, Eq. (7b) is reduced to

mcR |¢| [Aa(R Z) — ®(R, Z)] = constant. (7e).

This non-linear conservation law can furnish very useful information on the slow (drift)
motion of the ring in the r,z plane, provided that the potentials Ag and ® at the center
of the ring are known. It should be noticed that Eqs. (7) are independent of the toroidal
magnetic field. This is a consequence of the assumption that v = vy, i.e., to the omission

of the fast motion of the electrons.

In Eq. (7), the total magnetic vector potential Ag (r,2) is

Ao(r, z) = A5™(r, 2) + A (r,2),

18




where A§3(r, z) is the external and AJ*Y(r,5) is the self magnetic vector potential.

It is assumed that the betatron magnetic field is described by

450, = B (2)" () + U9, 2,

where B,, is the magnetic field at r=r,, 2=0 and n is the external field index, i.e.,

52 (%)
on or Yo, © )

n=

(8)

For a cylindrical electron beam inside a straight, perfectly conducting cylindrical pipe,

the self potentials can be computed exactly, even for large beam displacements from the

minor axis. In the local coordinate system p, ¢ the self potentials inside the beam, i.e., for

|7~ A| < ry are given by

[#2 + A% — 2pAcos(d — a)]
2r}

A3 (p,6) = ~2lelNed {1/2+ ta -

—2( *(% )r'mw a)},

and

[p? + A% — 2pAcos(¢ — a)]
27

®(p, 9) = —2|e|N, {1/2 + tnri(, -

-Z( £) ( ) £ teos(d — a)}

At the beam center, i.e., for p = A and ¢ = a, Egs. (92) and (9b) become

(R-r.)*+ Z’l} ,

A/ (R, Z) = ~2|e|Nefo {1/2 + tn% + fnf1 - o
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and

®(R, Z) = —2|e|N, {1/2 + tn;a; + In[1 - (- ':): + Zz]} , (100)

where N, is the linear electron density, r; is the minor radius of the beam, a is the minor

radius of the conducting pipe and 85 = vy/ec.

.. To obtain a better understanding of the potentials inside a perfectly conducting torus,
we solved the differential equations for & and A4 to first order in the ratio a/R, but to any
order?S in the normalnzed dxsplacement Ala. For a constant pa.mcle density n, ring and

to second order in A /a, the electrostatic potentun.l at the center of the ring is given by

(R - ro)z + Zz
a?

®(R,Z) =~ —2N|e| [1/2 + tn(a/rp) —

r? (R—-r
—E:-;——( o) , (11a)
and for Je= constant, the stream function ¥ is
(R—1)2+2% 1} (R-r,)

Y(R,Z) =~ —2N¢|e|RBs [1/2 + tn(a/rs) - :2 - s ol (110)

Similarly, the image fields at the centroid of the ring are given by

__2|e|Ne [(R=1,) i _ri
E, = . [ —— (2R) n— + 3Ra (12a)
5= -2 (2) (24
a a
20




B = -?JiM (g.) . (12¢)

a a

and

B = 2Miv¢ﬁ’ [(R —To) _ (_f_) (Lnf. + 1) + (i)] , for Jy = constant.
e

(12d)

The toroidal term in Eq. (11) is very small for the parameters of interest and therefore

the potentials at the center of the ring are approximately cylindrical.?4 For low energy rings

the small toroidal term could be important and may have a profound effect on the shape

of the orbits. However, when v 3 1, the potentials for n, = constant and J¢ = constant

become approximately equal and hence they do not contribute substantially in Eq. (7c).

Equation {7b) has been solved numerically, using the potentials of Eqs. (8) and
(11). Typical macroscopic beam orbits in the r,z plane are shown in Fig. 2. The various
parameters for those runs are listed in Table ITI. Only orbits that are at least one beam
minor radius away from the wall are shown. Each orbit corresponds to a different value of
the constant in Eq. (7b). A striking feature of the results is the sensitivity of the orbits

to the value of the constant.

The number marked in every fourth orbit is equal to 10*- [constant - < constant >],
where the average value of the constant, i.e. < constant> for each run is shown at the
top of the figure. For all the cases tested, less than 3% change in the constant of the
motion was sufficient to generate orbits that extend over the entire minor cross-section
of the torus. Orbits shown with solid lines correspond to a constant that is greater than
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<constant> and those shown with a dashed line correspond to a constant that is less than
<constant >. All the orbits close inside the vacuum chamber. However, a fraction of them
lie inside the annular region that extends from the dotted-dashed line to the wall. This
region has a width that is less than the beam radius and hence part of the beam will strike

and wall.

In the general case, it is difficult to derive an explicit expression for the ring orbits in
th.e'tn.nsverse plane from Egs. (7b) and (11). However, in the limit v2 > 1,58,/8 =~ 1 and

v/4 <« 1, such an expression can be obtained near the minor axis of the torus.

Assuming that 8y =~ § and since 78 =~ v - 1/2 «, Eqgs. (5) and (6) give

P 1

Expanding 7 near r, and using Eq. (5), it is obtained

e] 3% aG
Yy=n—q= %'5; . Ar + E . Ar,
- Ie]

where Ar = R — r,. It is shown later on that %Z v = 0 and thus the above equation

becomes

1d o0
mc? Or

Ar. (14)

To

by=9—7=

From Egs. (11a) and (11b), the difference in the self potentials can be written as

a (Ar2 + AZ?) i Ar
- - 8:2 7} (1 - ﬂg) (15)

self = el
A — 9 2N¢|e|{1/2+£nrb =

2




Since

1~ B 221~ P =~ 1/24* and substituting §+ from Eq. (14) in the expansion for 1/+?, it is

obtained
1 2 |e| 20
— By ~ -2 o2 6
1-Bs 272[ S me 3 Ar] (16)
Sin;ilarly, expanding 1/2 v as
1 1 le] 9%
— -— e— 7
2y = 27% 2v3me? or | ar ()
and 1/R as
1 ar (ar 2
find} - —_ 18
£~ -2 (3, (18)

and using a linear expression for the external vector potential

Ar3(l1—-n) Az?n
AS®t =~ Bor,[1 + 2T 23 Js (19)
Egs. (13) to (19) give.
Py Nty vrd _A_r)’ Qssty, (Az )
[mcr., 2¢ (1-n) 73(12] To +1 2 '7§a2] o
Py v  rE a (Ar) -
SR A SURy ALY S L 20
mer, + 2'73(2a2 + tnrb)] o (20)

where Ar=R—-r,,Az= 27, G is a constant that is determined from the initial conditions

and v is the Budker’s parameter.




Equation (20) describes the ring orbits near the minor axis, when 42 > 1. These
orbits are centered around the minor axis of the torus when the coefficient of the (ef)

term is zero, i.e., when

Poo v ry\2 a 6P,
— = —_ . 21
mer, + 243 [(Za) +b‘r5 S merg 0 (21)

For (ry/a)? < 1 and 7, > 1, Eq. (21) predicts that ,-n—’;'t sv 0. Therefore, the orbits are
circular when the external field index is approximately equal to 0.5, in agreement with the

computer results shown in Fig. 2.

Equation (20) can be writtern as:

ar)? Az\? 2eezty [ AT 2Ge
— -] - —_—) = — 22
w(85) 40 (22) - @opymrznz (3) = g (22)
where
g1 =1—n—n*+2Py/mriQZt
@2=n- n.y
and

n* = 2uroc/12a?0CEt.

According to Eq. (22), the macroscopic beam orbits are stable, provided ¢; g2 > 0.
Figure 3 shows the product ¢1¢2 as a function of n*. Since n* ~ I /72, the parameter n*
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decreases rapidly during acceleration. Therefore, in order to avoid crossing the unstable
region (¢1¢2 < o) when «, increases, it is necessary to select the beam parameters during

injection so that n* is located to the left of the unstable region.

The extreme of Eq. (5) furnishes useful information on the dynamics of the ring in the
r-z plane. First, we will show that this extreme is the radial balance equation of motion

for the reference electron.

Setting the partial derivative of Eq. (5) with respect to r equal to zero

) (23

dr me2dr

and using the relation v = (1 + #243)1/2 and Eq. (6), we obtain
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where we have assumed that § = v/c is approximately equal to 85 = ve/c.
Substituting Eq. (6) into Eq. (24) and using the equations
Byt = A, 247 (250)
r dr
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it is obtained

v; Yo (pest selfy:
—ym" = —|e|lEr + (B + B;*)i, (26)

i.e., the radial balance equation. This equation gives the equilibrium position of the ring,
which is located along the é, axis. At this position the reference electron at the centroid

of the ring moves only along the toroidal direction, i.e., v, = vy = 0.
When the equilibrium position is at r = r,, the toroidal velocity of the reference

electron can be determined from Eqgs. (6) and (21) and is

1ol o = 5 ((R)? + tn g
Yo T T+ E(1/z+ ta2)]

(27)

With the exception of the very small term on the numerator, Eq. (27) is the same with

the expression reported previously?!: 22 for beams with square current density profile.

The external magnetic field B*** required to confine the ring at r = r, and be readily

found from Eq. (27). Omitting the small term in the numerator of Eq. (27), we obtain

Bt = BE1+ 22 (1/2+ tn %)), (28)
Yo L4

where the single particle magnetic field is B3f = mﬁ'fli

To

The magnetic field required to maintain the beam at an equilibrium position that is
different than r, can also be determined from the radial balance equation. Substituting
E, and B2/ from Egs. (122) and (12d) into Eq. (26), it is obtained
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st _ 2 a _ R(R-r1,) r?
Bt = B {1+ > (1/2+tnrb * iy + 8a,(f;p),]}. (29)

Equation (29) has been derived under the assumption that v is not a function of R.

As a consequence of the assumption that Sy = B and v = -, the fast motion of the
electrons has been neglected. This effect can be taken into account either by using the
exy:t equations of motion or the relativistic guiding center equations of motion. It can be
shown from the guiding center equations with linear external fields but non-linear image
fields that for symmetric orbits with their center on the minor axis, the square of the

bounce frequency w3 is given by

4 (32) ()" (- Bt

20 1+a3y® 1 To
'(l'"'ﬂ’v’—% 1-(5)*‘?’2)]’ )

with

nxofo_ l 2 2_” 1 1 l_+_£ d .’:
Bucte _ (14 2a )+2 [2+ 1+ )tnn-i-tn(l— a,)]. (31)
In Egs. (30) and (31)

_ g3 1 _ 1+ a?43? Y= Iy(kA)
1+a?’  Biv} B3y 17.0456,°

A

f:=1- ;715 and a = v, /vy, where v, is the transverse velocity component that is
due to the fast motion.
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b. Description of the Experiment and Results

In its initial form, i.e., before the installation of the strong focusing windings, the NRL
modified betatron comprised two different external magnetic fields; the betatron field that
is a function of time and is responsible for the acceleration of the electrons and the toroidal
magnetic field that varies only slightly during acceleration?’. Figure 4 shows a photograph

of the experiment.

The NRL modified betatron is an air-core device. Both the local field and the magnetic
flux are produced by eighteen circular coils that are connected in series. Their total
inductance is approximately 530uH. The coils are powered by an 8.64 mF capacitor bank
(48 capacitors each having 172 xF nominal capacitance) that can be charged up to 17 kV.
At full charge, the bank delivers to the coils a peak current of about 65 kA. The current
flowing through the coils produces a field that varies sinusoidally with a quarter period
risetime of 2.6 msec and an amplitude on the minor axis at peak charging voltage equal

to 2.1 kG. Immediately after the peak the field is crowbarred with a 4.5 msec decay time.

T* - flux condition and field index are adjusted by two sets of trimmer coils that are
connected in parallel to the main coils. The current through the trimmers is adjusted with

series inductors. Typically ~ 10% — 15% of the total current fiows throught the trimmers.

The toroidal magnetic field controls mainly the minor cross section of the electron ring
and the growth rate of several unstable collective modes. This field is generated by twelve
air-core, rectangular coils that are connected in series. The coils are made of aluminum
square tubing and have a 150 cm height and 135 cm width. The total inductance of the
twelve coils is ~ 85 uH and are powered by a 34-mF capacitor bank (85 capacitors each
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having 400 uF nominal capicitance) that can be charged to a peak voltage of 10.6 kV. At
peak voltage, the bank delivers to the coils ~ 214 kA. This current produces a field that
varies sinusoidally with a quarter period risetime of 2.3 msec and an amplitude on the

minor axis in excess of 5.0 kG.

Demountable, high current joints allow removal of the outer legs of the coils. The high
cmt density, low bolting force joints are attainable with multilam. The number and
size of the coils has been selected in order to at@ tolerable field errors. The discreteness
of the coils produces a periodic field error that has all three components, i.e., ABy,AB,
and AB,. Recent measurement of th.e AB, component with an accurate probe?® have
shown that its average value over a 30° span at r=105 cm is ~ 0.2 % of the toroidal field.

Thus, when By = 5 kG, < AB, >~ 25G.

The coils are supported by a stiff structure that consists of two triangular decks, three
aluminum legs, a central tension rod and a central spline. The decks are made of polytruded
epoxy-glass beams and stainless steel plates that are not electrically continuous. The gaps
in the stainless steel plates are necessary to avoid circulating currents from the cha.ngmg

magnetic flux.

Nested among the vertical field coils is the vacuum chamber. The 100 cm major
radius, 15.2 cm-inside minor radius chamber has been constructed using epoxy-reinforced
carbon fibers and has been briefly described previously. The diode that emits the injected
beam is located inside the vacuum chamber and ~3.7 ¢m from the minor axis. Both the
diode and the generator that powers the diode have been briefly discussed in previous

publications. !5 38
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During the first few microseconds following injection, the macroscopic beam motion

in the transverse plane is studied by monitoring the light emitted from a thin (2-10um)
polycarbonate foil that is stretched across the minor cross section of the vacuum chamber.
The foil is carbon coated on the upstream side to avoid electrostatic charging. Figure 5
shows open-shutter photographs of the light emitted as the electron beam passes through
the foil for various values of the vertical magnetic field. As the vertical magnetic field
decreases, the equilibrium position of the beam, located approximately at the geometric
center of the transverse orbit, also decreases. At By, = 42 G the center of the orbit is

located very near the minor axis.

Figure 6 shows the vertical magnetic field B,, required to keep the beam at its equi-
librium position R, for five beam currents 3, 2.5, 2.0, 1.0 and 0 kA. These results have
been obtained from Eq. (26) using the fields shown in Eqs. (12). Although the beam
current varies from shot to shot and there is uncertainty in both the energy and radius
of the beam, the qualitative agreement between experiment and theory is satisfactory. It
is apparent that the image forces from the induced charge and current on the wall of the
vacuum chamber play a very important role and dramatically change the shape of the Bso

vs. Reg curve.

The bounce frequency3? wp, i.e., the angular frequency with which the beam moves
on the macroscopic orbits of Fig. 2 has been measured in the NRL modified betatron
accelerator under a wide range of experimental conditions. Figure 7 shows the bounce

frequency squared vs. the circulating electron ring current. The solid lines have been

computed from Egs. (30) and (31) for n = 0.5 and for three values of the normalized
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transverse velocity #,. The solid circles are from the experiment. It is apparent that
the measured w} is substantially greater than that predicted by the theory for 8, /8 =
0. A reasonable agreement between theory and experiment is obtained only under the
assumption that 8, /8 ~ 0.5. As a rule, the measured wp is several times greater than
that predicted by the cold beam theory. A satisfactory explanation of this discrepancy has

been, so far, elusive.

 Before the installation of the strong focusing windings, the operating point!? in the
NRL-MBA was to the right of the instability gap (see Fig. 3), i.e., in the high current
regime. The low current regime was inaccessible because the beam could not drift enough
over the first revolution to avoid the injector. It has been shown that an electron beam
inside a resistive wave guide is drag instability unstable 2° when its current I, exceed the
critical current I, i.e., when the beam is in the high current regime. The drag instability
is due to the poloidal displacement of the electric and magnetic images that is caused by

the finite resistivity of the chamber wall.

The growth rate I' predicted by the linear theory?®, for (b-a)< 6§ < \/b(b — a), is

(v3-1) (7o x
(roT'/c) = ¢ 72« (T) B f TET (32)

where § is the skin depth, p is the wall resistivity, b-a is the wall thickness, z = I}/I. i
and L., = 4.26(42 — 1)3/3(a/+,)?(kA). The rest of the parameters have been defined

previously. The beam lifetime is computed from

t, = ln(a/A,)/T, (33)
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where A, is the injection position.

Figure 8 shows the normalized ring lifetime ¢ t,/2xr, as a function of the electron
ring current for several value of 7,. In effect, ct,/2xr, is the number of revolutions around
the major axis performed by the beam before it strikes the wall. The dashed line shows
the number of revolution over a bounce period. When no attempt is made to trap the
beam, only the portion of the solid curves to the left of the dashed curve are meaningful.
Accordmg to Fig. 8, the maximum number of revolutions the beam could perform before
striking the wall is limited to about 40. However, we have routinely observed in the

experiment beam lifetimes that were five times longer.

The solid curves in Fig. 8 have been plotted under the assumption that on each curve
the beam electrons have the same kinetic energy, independently of the beam current. This
implies that the voltage on the diode of the injector V; increases as the beam current
increases. Figure 9 shows the normalised beam lifetime as a function of beam current for
fixed voltage on the diode. This represents a realistic simulation of the experiment. The
dramatic increase in the beam lifetime with beam current is due to the lower growth rate

at lower v, and also to the reduction of L.

Several trapping techniques have been used to trap the beam in the modified betatron
before the installation of the strong focusing windings. All these vechniques required that
the beam drifts a sufficient distance during the first revolution around the major axis that
the beam misses the diode. In the three initial techniques, sufficient drift could be attained
only when the beam current was high, i.e., when the beam was in the high current regime.
However, in the high current regime the beam lifetime was limited by the drag instability.
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To avoid this difficulty a technique was invented to enhance the drift motion of the beam
during its first revolution around the major axis!?. This technique was based on the
generation of a pulsed radial magnetic field that would drift the beam radially inward. In

general, all four techniques were not very reliable and introduced additional complications.

In summary, the studies in the MBA before the installation of the strong focusing
windings led to the formation of electron rings with circulating current ! as high as 3 kA.
In addition, these studies furnished important information on the critical physics issues of

the concept, such as
o demonstrated the beneficial effect of By on the expansion of the ring’s minor radius,
¢ unambiguously confirmed the bounce motion of the ring,
o verified the pronounced effect of image forces on the ring equilibrium,

e confirmed the existence of the macroscopic instability gap and the transformation of

ring orbits from diamagnetic to paramagnetic,

e revealed, for symmetric orbits, that the bounce frequency is several times higher than

the theoretical prediction, and

e shown that, at least for the drift trapping techniques, the low current regime is unac-

cessible.

Finally, these studies revealed that over a wide range of parameters the ring lifetime
was limited to a few usec which is comparable to the magnetic field diffusion time through
the vacuum chamber. ".l‘hus, it became apparent from these results that the modified
betatron had to be modified in order to increase the beam lifetime and thus to achieve
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acceleration. In August 1988 the decision was made to proceed rapidly with the design,

fabrication and installation of strong focusing windings.
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IV. Results After the Install.tion of Strong Focusing Windings (SFW)
a. Background on the SFW

The beneficial effect of the SFW on the confinement of charged particles has been
known for some time. There are two basic configurations: The stellarator!? shown in Fig.
10 and the torsatron'* shown in Fig. 11. The stability properties of the stellarator windings
for high current beams have been studied initially by Gluckstern®® in linear geometry and
by ﬁoberaon“ et al. in toroidal geometry. The beneficial effect of torsatron windings on

high current electron beams has been addressed by Kapetanakos!4: 3! et al.

To improve the confining properties of the MBA we considered both configurations.
The stellarator configuration was selected not only because of the small net vertical field
and the lower current per winding, but also because it is compatible with our contemplated

extraction scheme.3?

Figure 12 shows the orbital stability diagram!3 in the rotating frame for an external

field index n=0.5. The two axes are:

_ P +2-4n,r}/d

U= (m+832 ° (34)
and
- (mlilb 2’ (#5)
where

b= Boo/Bso, m = —2aro, n, = wj[2730%,
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# = Bi*¢searg/Byo,

%€, = 4aflopoK}(2apo),a = 2x/L, Bo = 223t ,w, is the beam plasma frequency

po is the winding radius, L is the axial pitch, Is; is the winding current, ro is the major

radius and r; is the beam minor radius.

We have decided to select the parameters of the windings in such a way that the

experiment will operate in region 2, because it has been shown that the electron ring will

be stable during acceleration if it is located in this region at injection.3!

When By > 0 and vy > 0, operation in region 2 requires that

0<U<1-4V,

or

and

(36)

(37)

(38)

It can be shown from (37) that m > 0O or m < —2b. For m > 0 and since m = —2ar,,

a < 0 or the windings should be left-handed.

When n # 1/2, the entire region 2 is not stable. The parameters of the injected beam

should be selected to the right of the dashed line of region 2 (shown in Fig. 13). Along

this line the bounce frequency in the laboratory frame wp = w_ = 0 (instability gap).
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During the acceleration phase this dashed line moves to the left and eventually coincides
with the vertical axis. The parameter V of injection goes to 2/m? and thus never crosses

the w_. = 0 line.

The exact stallarator field index!2 is defined by

u
= . 39
Tat m3+mb—-2‘-+flaff/¢’ (#9)
When mb > m? — 1 + n,r}/a?, n, becomes
2 ez 2
~ 173 _ _(ﬂ‘ e.g) Qarg

Figure (14) shows n,, n,, n,(rs/a)? and #,(rs/a)? for typical parameters of the NRL
modified betatron accelerator. The index #i,(ry/a)? scales as 47! and is applicable after
the wall current induced by the injected beam has decayed. Figure (15) shows the same

indices for r, = 2 em. It is apparent from these figures that n, > n,; at injection.

It can be shown that in the presence of strong focusing the linearized electron ring

centroid orbit equation in the transverse plane is!4

+ (1-n)-

< Po > _ Vfg Q070
mero  a?Bein? 2¢c

(Aest)?ard } ({) :

4cnao ro

o Dot @Felled) (2)_GR (X)),

—azﬂgn? 2¢ 4cflgo To mero \ro
where:
5 Z :
Po = <Py > + v 3 (tni + L’;) ,< Py > is the averaged, canonical angular
mero mero  BoiY{ r, 4a

momentum over the intermediate frequency,
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<Py> Qgr, 1 a 1 1 X:\?
A = Y — - N e —_— — — et
Poivi mer, - 2B [2 + ‘"r,, 7T (1 2,’3) ( - )

< is the normalized beam energy at injection, By, is the normalized beam velocity at
injection and X; is the injection position. In contrast with Eq. (20), Eq. (41) is not based
on the assumption that 43 >la.nd%§ = ej‘;‘ = 0. The factor of two difference in the

{n 2 in the §Py/mero term of Eqs. (20) and (41) could be traced to this approximation.

According the Eq. (41), a beam injected on the minor axis, i.e., X; = Z; = 0 will

remain on the minor axis provided its energy is selected to satisfy the condition

o= Boone = —n (202 4+ T8
Beivi = Peovo Boora (lﬂrb + 17

+ n,ofo

1 a
— 2vfs0 (5 +bl-r—b) .

In the NRL device the strong focusing field!® is generated by four twisted windings
carrying current in alternate directions. The left-handed windings are located 23.4 cm
from the minor axis and have a 209.4-cm period, i.e., there are three periods over the
circumference of the torus. They are supported by epoxy-reinforced graphite jackets and
have been designed to c;rry up to 30 kA. The windings are connected in series and the
current temporal profile is controlled by a ballast inductor. Since I, flgo and 0;0/7
remain approximately constant during acceleration, n,; scales inversely proportional to
the relativistic factor ~.
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b. Injection and Trapping

A challenging physics issue of the modified betatron concept was the capture of the
injected beam into the closed magnetic field configuration of the device. For successful
trapping the beam has to drift fast enough during the first revolution to avoid the injec-
tor and also its poloidal orbit has to be modified in such 2 way that the beam will not
retm to the injector after a bounce period. Modification of the beam’s poloidal orbit can
be achieved by either changing the equilibrium position of the gyrating electrons or by

reducing the radius of the poloidal orbit.

At the time the decision was made to install strong focusing windings to the device, the
NRL research staff was considering three different trapping schemes. The first was based
on the resistivity of the vacuum chamber’s wall33, the second on a localized toroidal electric
field® that is produced by a coaxial pulseline and the third on a pulsed vertical magnetic
field that is generated by conductors!4 located inside the vacuum chamber. According
to the linear theory, the resistivity of the wall in the NRL device was not high enough
to provide the required inward shift to the beam over a bounce period. Thus, the first
trapping scheme was ignored. The second, i.e., the toroidal pulseline®* was adopted as the

mainline trapping scheme with the third as a backup.

The toroidal pulseline was constructed and tested. However, it was never installed in
the experiment, because when the current of the strong focusing windings was raised to
a high enough level and the direction of the poloidal orbit was changed from diamagnetic
to paramagnetic the beam spiraled near the minor axis and was trapped. This interesting
phenomenon has been observed over several thousands of shots and for a wide range of
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parameters. However, its explanation remained elusive until February 1991.

At the beginning of 1991, a series of detailed experiments3® were carried out to measure
with accuracy the various parameters associated with the trapping of the beam. As a
result of these experiments a revised model of resistive trapping was developed that is in

agreement with the experimental results.

. The predxcted decay rate I'"! from the initial linear theory for the parameters of
the experiment was between 15 and 20 usec, i.e., too long to explain the experimental
resuits. Two modifications were introduced to the original model. First, the analysis is
not restricted to beam motion near the minor axis®® and therefore nonlinear effects and
the fast diffusion times that scale as uo(b — a)?/x2p, where (b — a) is the thickness of the
chamber and p is the wall resistivity, become important. Second, in order to take into
account the intermediate motion of the beam that has been omitted in the calculation of
the image fields of the beam, the wall surface resistivity was computed using the skin depth
that corresponds to the frequency of the intermediate mode and not the actual thickness

of the chamber.

Results from the revised resistive model are shown?® in Fig. 16. The various parame-
ters for the run are listed in Table IV. Figure 16 (a) shows the projection of the centroid’s
orbit on the § = 0 plane. Both the intermediate and slow (bounce) modes are apparent.
Since there are six field periods for 0 < @ < 27, the electrons perform six oscillations during
one revolution around the major axis. To take into account the intermediate motion that
has been neglected in the calculation of the image fie1s, the surface resistivity in the code

was computed using the skin depth that corresponds to the intermediate frequency and
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not the actual thickness of the wall.

The solid circles in Fig. 16 (b) show the positions the beam crosses the § = 240°
plane. This is a realistic simulation of the experimental situation. The time difference
between two circles is equal to the period around the major axis, i.e., ~ 23 nsec. The
parameters of this run are similar to those in Fig. 16 (c) and the similarity of the two
orbits is quite apparent. When the crossing plane is moved from @ = 240° to a different
uiximthal position 8, the beam orbit rotates around the minor axis. The rotation predicted

by the theory is very similar to that observed in the experiment.

In most of the experiments the center of the circular opening of the conical anode
was located at the midplane and 8.7 cm from the minor axis of the toroidal chamber. In
a series of experiments the diode moved to progressively larger radial positions from the

minor axis. Successful trapping of the beam was observed as long as the radial distance

was Jess than 10 cm.




Table IV

Parameters of the run shown in Fig. 16

Torus major radius r,
Torus minor radius a
Relativistic factor v
Winding radius po
Winding current Iy
Vertical field at injection B,o
Toroidal field Byo

Beam minor radius r;
Beam current I

Wall resistivity
Intermediate frequency, wy
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100 cm
15.2 cm
1.5
23.4 cm
24 kA
26 G

4 kG

3 mm

'1.2kA

8 mfl-cm

1.8%x10° sec™!




¢. Beamn Dynamics During Acceleration

Following trapping the beam settles at the radial distance of 98.5 - 99.0 cm and not on
the minor axis, which is located at ro = 100 cm. Since the stellerator windings have been
wound using a simple winding law ¢ = 30, where © is the poloidal and @ is the toroidal
coordinate, the magnetic axis of the windings is located at r=98.87 cm as shown in Fig.

17. Therefore, this result is not surprising.

The x-ray traces indicate that the beam losses are negligibly small between injection
and approximately 200 usec. Three different diagnostics, magnetic probes, x-rays from
localizsed targets and fibers, have shown that the beam electrons strike the inner surface

of the vacuum chamber slightly above the midplane.

Due to the finite resistivity of the vacuum chamber wall the return current induced
by the beam at injection decays within two to three magnetic field loop times 790 =
‘%ﬁ-‘[tn’f‘ — 2], where a is the minor radjus of the torus and Aa its thickness, ro is the
major radius and p is the combined resistivity of the wall. As a consequence of the current

decay, the magnetic field of the beam diffuses into the hole of the torus.

For a beam of minor radius r; that is located on the minor axis of a torus of major
radius ro and minor radius ¢, the magnetic flux ¢ that links the beam axis is related to

the vector potential ;’5 at the centroid of the beam by the relation

¢ = 2xro A3 (r = 10,2 =0), (42)
where3¢
, I 80 3 8ro —t/7
ing. _ — ) = b Sro _ 2 _ o _ 00
bo(r=ro,z=0)= - [2 (ln e 2) 2 (tn - 2) e - (43)
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The loop voltage can be computed from Egs. (42) and (43) and is

4xrol, 8
= 428 (3 .

For Iy = 1 kA, ro = 1 m, 700 = 40 usec and a=15.2 cm, Eq. (44) gives Vioop =
61.6¢~t/7o0 (volts), and the total energy loes within 5 roo, i.c., when the first beam losses

are observed is 120 keV.

The energy gained by the beam during 5 7o, when the acceleration rate is 0.8 kV/turn,
is 8.0 MeV. Since at injection the beam energy is approximately 0.5 MeV, its total energy
is 8.5 MeV and thus the energy mismatch is Avy/y = 14%. At 4 = 18, Fig, 14 gives

nye =~ 1.55 and n,(ry/a)? =~ 0, thus the expected shift Ar in the beam centroid is

(Av/7)ro
0.5 - n,(ry/a)? + nye

Ar = ~09em

In addition to the reduction of the beam energy to build up the fields inside the loop, some
beam energy is also lost to the heating of the wall. However, this loss is typically an order

of magnitude smaller than the energy loes associated with the build up of the fields.

The Larmor radius of the fast motion in the toroidal magnetic field Byo of 5 kG at
t = 200 usec is only 3 cm, even when 8, = 0.5, which is an upper limit. For 81 > 0.5 the
beam equilibrium will be lost and the entire beam will strike the wall in a short period of
time. Therefore, the diffusion of the self field and the finite Larmor radius cannot provide

sufficient radial displacement to the electrons to reach the wall at t=200 usec.

Figure 18 shown a typical x-ray signal. This signal lasts for several hundred microsec-
onds. The slow loss rate is a manifestation that individual particles strike the wall rather
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than the entire beam. Figure 14 shows that the individual particle self index of 1 kA,
1 cm radius beam becomes equal to n,; (I,: = 30 kA), when 4o = 6.5. At this energy
the individual particle orbital stability is lost, at jeast temporarily and theory?? 3 and
computer simulations®® predict a substantial increase in the beam radius, when the beam
electrons have even a small axial energy spread. This crossing of the individual particle
instability gap is consistent with several features of the experimental results. However, the
time 1, the x-ray signal initially appears is independent of the trapped current, which is

inconsistent with the fact that n, is proportional to the beam current.

The dependence of 7, on the toroidal magnetic field is shown in Fig. 19. In all the
shots shown in Fig. 19 the peak B, field was kept constant. However, the current in
the strong focusing windings had to be raised with rising By in order to provide sufficient
drift to the beam and thus to reduce beam losses at the diode during the first revolution.
For fixed By, 1, varies inversely proportional to the acceleration rate dB,/dt. Figure 20
shows 7, as a function of the peak B, field that occurs at about 2.6 msec. This quantity

is proportional to dB,/dt. It appears that r; varies with By and dB,/dt the same way as

the peaks of the x-ray signal.

It has been shown theoretically and confirmed with extensive numerical work that the
equilibrium position of the beam is not sensitive to the transverse velocity, provided that
B1/B < 0.5. In the absence of strong focusing and space charge, the radial change of the

equilibrium position Ar with 8, is given by

ar_, [1 —(1-a?)}+a?/201- a’)] , (45)
To
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where a = 8, /8.

Equation (45) is plotted in Fig. 21. It is apparent from these results that the equilibrium
position of the beam will not change noticeably, even though the beam will acquire some

transverse velocity as it crosses a large number of higher £ resonances.

It has been determined experimentally that a betatron flux condition of 2.3 pro-
vidgsthebutconﬁnttothebum‘. For the same parameters TRIDIF predicts a
( By )/ Bso that is in good agreement with the experiment as shown in Fig. 22a. The
vacuum chamber has small effect on the betatron flux condition and only for the first 200
pusec. EFFI, a static code predicts a slightly lower flux condition. The radial profile of
the normalized flux is shown in Fig. 22b. The solid solid line gives the normalized flux at
t=50 usec for a sinusoidally varrying current with a peak value of 40 kA. The rest of the
parameters are listed in the figure. The dashed line shows the total rAy immediately after
the injection of a 1 kA hollow electron beam. The beam is injected at 100 cm and has a
radius of 1 cm. When the missing flux inside the hollow beam is taken into account, Eq.

(43) is in very good agreement with the results of Fig. 22b.

*It has been reported?® previously that the best results have been obtained for

( Bs ) /Bso =~ 2.0.. Since then an error was found in the calibration of B, probe that

raised this value to 2.3.
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d. Studies of the Cyclotron Resonances

In a modified betatron with strong focusing there are four characteristic transverse

modes. In the laboratory frame these four modes w44 are given by>®

[wiz/(Q0/7)) = i(ﬂ;—") [U+1+2(U +4v?)] vz, 1;'- (46)

where U and V have been defined in Egs. (34) and (35), m is the number of field periods,

b=Bgo/Bso and {1, is the cyclotron frequency of the vertical field.

When n, < (6/2)%, 6> » 1 and for modest winding current, as that in the NRL

device, the four modes become

Wit = m /7 + Qe/v (High Freq. Cyclotron), (a)

w-- R wp (Bounce), (6)
(47)
w-yt = — /7 (Cyclotron), (c)
and
Wi & my/7—wp (S.F.mode). (d)
Integer resonances occur when
was/(Qao/7) = k, k = +1,£2,£3,... (48)

Equations (46) and (48) are plotted in Figs. 23 to 26. Figure 23 shows the centroid integer
resonances associated with w__ (bounce) and w,— (SF field mode) for typical parameters
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of the NRL device and before the self magnetic field of the beam diffuses out of the vacuum
chamber. Figure 24 shows the same resonances as Fig. 23 but after the self magnetic field
of the beam has diffused out of the chamber. The individual particle integer resonances
of the bounce and SF mode are shown in Fig. 25. Finally, Fig. 26 shows the centroid
integer resonances associated with the cyclotron mode w_,. When Eq. (47) is valid, the
cyclotron resonance condition takes the very simple form*® Byo/B,o =~ ¢, where £ is an
integer 3> 1. Therefore, the cyclotron resonance is-due to the coupling, caused by a field

error(s) of the cyclotron motion associated with the toroidal and vertical fields.

It is apparent from Fig. 26 that for I, < 30 kA and £ > 7, the strong focusing field
does not have a noticeable effect on the cyclotron resonance condition. Thus, the resonance

condition is simplified to

rofleo (262 -1)
c1Be 2’

£=1,2,3..., (49)
and it is valid even when the beam is off the minor axis.

The x-rays are monitored by three collimated x-ray detectors (scintillator-photomultiplier
tube) that are housed inside lead boxes. In the results shown in Fig. 27, the x-rays enter
the scintillator through a 1.94 cm-dia. tube a_.nd the detector is located 10.8 m from the
vacuum chamber. As a rule, the shape of the x-ray signal recorded by all three detectors
is spiky and the peaks always occur at the same value of Byo/B;o, independent of the
current flowing in the stellarator windings. In addition to the x-ray pulse, Fig. 27 shows
the values of £ on the minor axis. These values have been computed from Eq. (49) by
substituting ¢yfBs for Q4oro. The ratio Bgo/B;o is computed from the measured values of
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fields. A perfect match between theory and experiment requires that the peaks occur at

integer values of ¢£.

It is apparent from the resonant condition that when Byo/B,, = constant # integer,
the cyclotron resonance is not excited. To test this supposition, we installed 24 single-
turn coils on the outside of the vacuum chamber, as shown in Fig. 28. These coils are
WbyaminmdhawaMdepmtdy 100 usec. During this
time period the coils generate a toroidal field ramp that increases linearly with time and
the total toroidal field increases in synchronism with the betatron field. Results from the
experiment are shown in Fig. 29, when the coils are energized at 800 usec. Beam losses

are suppressed for 100 usec, i.e., as long as the condition Bgo/B,o # integer is satisfied.

The damage done to the beam at each resonance depends on the speed with which
the resonance is crossed. By increasing the acceleration rate the resonance is crossed faster
and thus the damage inflicted to the beam is reduced. To achieve higher acceleration rate,
the vertical field coils were divided into two halves with midplane symmetry and powered
in parallel. Figure 30 shows the x-ray signal for three acceleration rates, (dB,,/dt) peak
= 0.69, 1.69 and 1.93 G/usec, for a constant Byy = 4kG. At the lowest acceleration rate
the x-ray peak that corresponds to £ = 12 has the largest amplitude. At the intermediate
acceleration rate the amplitude of £ = 12 has been reduced by a factor of two and the
£ = 8 becomes the dominant peak. At the highest acceleration rate the amplitude of the

¢ = 12 peak was further reduced while the amplitude of the lower £ value peaks has been

substantially increased.

The crossing of the resonance can be speeded up by modulating the toroidal magnetic
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field with a rapidly varying ripple. This is the dynamic stabilization or tune jumping
technique and requires a carefully tailored pulse to be effective over many resonances.
This stabilization technique has been tested experimentally using the 24 coils that are
shown in Fig. 28. These results have been reported previously!® and in general they are

in agreement with the theoretical predictions and the computer calculations.

The dynamic behavior of the electron beam as it crosses the various £ number res-
onances depends on the nature and the amplitude of the field error.4! The field error(s)
that excites the resonance can be either vertical AB, or axial (toroidal) ABy. In the case
of a vertical field error a.nd in”the a;;nc';e:i; ‘.u:c.eleration and strong focusing field, the
normalized transverse velocity #, and thus the Larmor radius of the transverse motion of
the gyrating particles grows linearly with time,*° provided that nonlinear effects associated

with the particle velocity are neglected. When nonlinear effects are taken into account,

B. is a periodic function of time.

In the presence of an accelerating field and a large vertical field error, 4! 8, increases
proportionally to the square root of time, while 78, saturates, i.e., the electrons lock-in to
a specific resonance (lock-in regime). When the amplitude of AB, is below a threshold,
B. exhibits Fresnel behavior, i.e., 8, grows quickly for approximately 1 usec and then
saturates until the beam reaches the next resonance. The threshold value of AB, can be
made larger either by increasing the acceleration rate or by adding a low amplitude ripple

to the main toroidal field.

In the case of an axial field error and in the absence of acceleration, 8, grows expo-

nentially with the time only for a very short period. Since 8, increases at the expense of
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Be the particles are kicked off resonance. Thus, #, varies periodically with time. Similarly,

in the presence of an accelerating field 8; behaves as in the case of the vertical field error.

The previous discussion is based on the assumption that the space charge is low and
the strong focusing field is zero. In addition to introducing new characteristic modes, the
strong focusing field makes the expression for the regular cyclotron mode more complicated.
However, it can be shown that for the parameters of the NRL device and provided £ > 1,
thle'strong focusing has only minor effect on the cyclotron resonance. This is also supported

by extensive computer calculations.

A typical example of this behavior is shown in Fig. 31. These results have been
obtained from the numerical integration of exact equations of motion for the parameters
listed in Table V. The threshold value of AB, in the minor axis is approximately 0.2 G for
the £ = 9 mode. Figures 31a and 31c show 8, vs. time below and above threshold, while
Figs. 31b and 31d shows the corresponding v8, vs. time. Since in Fig. 31d 48y remains
constant the resonance is never corssed [see Eq. (49)], i.e., the entire beam is lost at the

same £ mode.

The temporal behavior of the x-ray signal (see Fig. 27) clearly indicates that only
a fraction of the beam electrons may be in the lock-in regime, since we observe several ¢
modes. However, we carried out extensive experimental studies!® with several, externally
applied field errors of variable amplitude. These results indicate that the entire beam was
lost in a single £ mode whenever the amplitude of the magnetic perturbation was above a

threshold value. Details about these results are given in the next section.

In addition to the nature and amplitude of the field error, the dynamic behavior of
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the beam depends on the initial conditions.4! Results from the theoretical predictions are
shown in Fig. 32, for the parameters listed in Table VI. Figure 32 shows contour plots of
the final 8, in the ﬂf), ©, plane, where ﬁ_(f) and o, are the amplitude and phase of the
asymptotic initial value of transverse velocity and its phase. In Fig. 32a the amplitude of
the field error has been chosen equal to ~ 0.2 G. By increasing the field error amplitude
from 0.2 G to 0.3 G, the lock-in regime has expanded for low ﬂf) over the entire range of
initial phase angles as shown in Fig. 32b. When the electrons in the beam are uniformly
distributed over the initial phase angle, the resonance diagram of Fig. 32 gives, for each
initial ﬂf), the percentage of the beam that crosses the resonance and the percentage that
locks into it. Therefore, it is not surprising that only a fraction of the electrons in the

experiment are in the lock-in regime.

Following the successful demonstration of acceleration a concerted effort was made!?
to locate and eliminate or reduce the field disturbances that may excite the cyclotron
resonances. The sources of field errors investigated included: 1. coil misalignment, 2.
coil discreteness, 3. eddy currents induced in the modified betatron support structure and
nearby components, 4. errors produced from the various portholes in the vacuum chamber,
and 5. two contributions from the feeds of the vertical field coils. Reduction in many of
these errors together with the operation at higher By and strong focusing fields led to

beam energies in excess of 20 MeV, while the trapped current was above 1 kA.

Although the cyclotron resonance is a potent mechanism that has the potential to
disturb the beam at low acceleration rate and when the various fields are not carefully

designed, it also may provide a powerful technique?° for extracting the beam from the
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magnetic field configuration of the modified betatron. Results from such initial and in-

complete studies are presented in the next section.




Table V

Parameters of the runs shown in Figs. 31

Torus major radius r,

Toroidal magnetic field By,

Vertica' magnetic field B,,

Field index n

Rate of change of vertical field B,,
Resonance mode ¢

Amplitude of VF-error AB,,

Initial normalized toroidal momentum 8,
Initial normalized vert_ica.l velocity £,
Initial radial displacement r — r,
Initial vertical displacement 2
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100 cm

2771 Gauss
305 Gauss
0.5

2 Gauss/usec
9

0.190, 0.195 Gauss
17.922

0.0

00cm
00cm




Table V1

Parameters for the results shown in Fig. 32

Torus major radius r,

Toroidal magnetic field By,

Field index n

Rate of change of vertical field B,,
Resonance mode ¢

Amplitude of VF-error AB,,

Initial normalized toroidal momentum ~S,

100 cm

2771 Gauss
0.5

2 Gauss/usec
9

0.2, 0.3 Gauss
17.922




e. Preliminary Beam Extraction Studies

The results of the NRL modified betatron accelerator have unambiguously demon-
strated that the toroidal and strong focusing fields improve the current carrying capability
of the device. However, these field also make the extraction of the beam from the magnetic

field configuration substantially more involved.

- In 1988, an extraction scheme was reported3? by the NRL research staff that is easily
realizable and has the potential to lead to high extraction efficiency. Briefly, this extraction
scheme is based on the transformation of the circulating electron ring into a stationary
helix, in the toroidal direction, by excitation of the resonance that naturally exists for some
specific values of the ratio of the vertical to toroidal magnetic field. Transformation of the
ring into a helix is achieved with a localized vertical magnetic field disturbance that is
generated by an agitator coil. As the minor radius of the helix increases with each passage
through the gap of the agitator coil, the electrons eventually reach the extractor, which
has the property that all the magnetic field components transverse to its axis are equal to

gero. Thus, the electron ring unwinds into a straight beam.

The hardware for this mainline extraction approach was designed and fabricated.
However, it never was installed in the experiment. The reason is that it requires a beam
with low transverse velocity because the aperture of the agitator is small. There is evidence
that the beam in the NRL device has substantial transverse velocity. As a consequence of
this difficulty we pursued some alternate extraction approaches that do not require beams

with low transverse velocity.

At the beginning of summer in 1991, while the beam dynamic stabilization experiments!®
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with twelve external coils were underway, we observed that the beam could be kicked
out!® 19 of the magnetic field within a time that is comparable to the risetime of the cur-
rent pulse, whenever the twelve coils were initiated while the beam was croesing the ¢ = 12
resonance. Figure 33a shows the x-ray pulse when the resonant coils are off and Fig. 33b
when the coils are on. The amplitude of the current pulse is 9 kA and its full risetime 12
psec. The measured amplitude of the axial field disturbance A By at the center of the coil
is ~ 240 G and its risetime 32 usec. It is apparent from these results that the full width
at half maximum (FWHM) of the x-ray signal has been reduced from approximately 900
usec to 8 usec (Fig 33c), i.e., by more than two orders of magnitude while its amplitude
has increased by a factor of thirty. In the results shown in both Figs. 33a and 33b the
toroidal magnetic field on the minor axis By, at injection, is 4.2 kG, the current flowing
through the strong focusing windings is approximately 26.5 kA and the trapped beam

current about 1 kA.

In a series of experiments with the twelve external coils the current flowing through
them was changed by more than a factor of two. The results show that the FWHM of the

x-ray signal varies inversely with the current in the coils as shown in Fig. 34.

In the results described so far, the twelve coils were divided into two groups that
were connected in parallel while the six coils of each group were connected in series. By
connecting all the twelve coils in parallel the current pulse risetime was reduced to 5 usec,
while the field risetime was reduced to approximately 6 usec. Even shorter risetime pulses
have been obtained with a set of internal coils. These coils are wound on blue nylon forms
and encapsulated with epoxy. The 21 c¢m radius, single turn coils were mounted at the
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joints of the vacuum chamber sectors. Six new drivers that produced a current pulse with
risetime of 0.4 usec powered the twelve coils. Each driver powered a pair of coils connected
in parallel, with a combined inductance of 270 nH. All the drivers were triggered by the
same trigger generator. The circuit of a driver and the multiple trigger generator are

shown in Fig. 35.

5 Figure 36 shows the axial component of the field in free space and also in the presence
of lateral walls. The geometry and the parameters used in the TRIDIF Code are given as
inserts in the figure. As expected, the walls substantially reduce the amplitude of the field

even at the radial distance of 12 cm. On the minor axis the reduction is even greater.

The width of the x-ray pulse depends on the risetime of the current pulse. The results
are shown in Fig. 37. In addition, the results indicate that for the twelve coil configuration,
the amplitude of ABy field pulse required to extract the entire beam during the risetime

of the field pulse is approximately 80 G.

To determine the toroidal distribution of the beam losses when the internal coils are
energized a 400-um diameter optical fiber was mounted on the outside of the vacuum
chamber. By the time the £=12 resonance is croesed, the electrons have acquired sufficient
energy to penetrate the chamber. The light generated when the electrons strike the fiber
is monitored with a PM tube. Initially, a small section of the fiber was placed in different
poloidal positions at a fixed toroidal angle. These measurements confirmed our previous
conclusion that the electrons strike the wall of the vacuum chamber at its inner radius. In
all the subsequent measurements the active length of the fiber was selected equal to half
the poloidal (minor) circumference of the chamber and was placed symmetrically around
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the midplanes at the inner radius of the torus.

The results from scanning around the torus at 10° intervals are shown in Fig. 38.
There are six distinct peaks, separated by 60°. The three dominant peaks have approxi-

mately the same amplitude.

Figure 39 shows results from the numerical integration of orbit equations for the beam
centroid near the £=12 cyclotron resonance. The values of the various parameters for the
run are listed in Table VII. Figure 39a shows the projection of the beam centroid orbit in
the transverse plane and Fig. 39b shows the same orbit on an expanded scale. The arrows
indicate the direction of motion. Since the ratio of the toroidal cyclotron frequency Q2q/
to the intermediate frequency w,, is equal to £/m = 2, the beam centroid performs two
revolutions (fast motion) around its quiding center during a single revolution in the strong
focusing fields of the windings. The projection of the orbit in the (r, §) plane is shown
in Fig. 39c. There are six radial minima that occur at approximately the same toroidal
angle as those of Fig. 38. However, in contrast with Fig. 38, all the peaks have the same
amplitude. Figure 40 shows similar results from the crossing of £ = 9 resonance. In this
case 82/1— 2. This ratio is also manifested in the results of Fig 40c. For every three

peaks, two are the same.

Under normal operating conditions the current that produces the strong focusing field
is passively crowbarred and the fields decay with a long time constant L/R, where L is
mainly the inductance of a ballast inductor that is in series with the windings. To test
the effect of the strong focusing field on the distribution of beam loss, the ballast inductor
was removed and the circuit was actively crowbarred. The shape of the current pulse
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is a half sine with a half period of ~ 650 usec. The beam is injected near the peak of
the pulse. Thus, the strong focusing field is practically sero when the resonant coils are
energized. Under these conditions most of the beam is lost at a single toroidal position near
0=70°. Both the amplitude and the toroidal position of the peak remained intact when
the vacuum chamber and thus the strong focusing windings that are permantly attached
to it were rotated clockwise 30°. This result implies that neither field errors associated
with the stellarator winding nor the return current are responsible for the formation of
the peak. In addition, we have not observed any noticeable modification in the peak by
shifting the vacuum chamber radially inward by ~ 0.3 cm along the radial line that passes

through the §=90° and 270° toroidal positions.

However, we have observed a substantial modification in the loss spectrum when the
feeds of the vertical coils that are located just above and below the midplane were rotated
from #=60° to #=270°. It has been determined using a very accurate, figure eight magnetic

probe that the feeds of this coil pair produce a substantial radial field error.

To test the feasibility of driving the beam to the wall on the time scale of one revolution
around the major axis, the risetime of the current pulse had to be shortened and a new
low inductance agitator with large aperture to be invented. The low inductance, small
aperture agitator of the mainline extraction approach was not suitable, because it requires
beams with low transverse velocity. Unfortunately, the amplitude of the various field
imperfections in the NRL device was never reduced to low enough level and thus the beam

acquired substantial transverse velocity during its long confinement time.

Among the various concepts considered, magnetic cusps were found to be the most
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promising. Extensive numerical studies of several cusp configurations have shown that a
single layer, 24.2 cm long cusp surrounded by a resistive (0=60 mho/cm) shroud could
provide sufficient displacement to the beam over a 20 nsec time period. This wide, 12 coil
cusp system is shown in Fig. 41. Unfortunately such a cusp could not be fabricated on
time and thus we had to proceed with an inferior agitator that is based on three double
cusps that are located 120° apart in the toroidal direction. This agitating system was
fabricated in-house and tested in the experiment for a short period of time just before the

termination of the MBA program.

Each of the three double cusps consists of four coils. The first pair of coils is located
+3.73 cm from the symmetry plane of the cusp and the second +5.92 cm. Tﬁe coils are
wound on thin toroidal forms made of epoxy reinforced graphite fibers and are encapsulated
with epoxy. An axial slot in the coil form allows fast penetration of the fields. The double
cusps are mounted inside the vacuum chamber and are fed with demountable copper
electrodes that enter the vacuum chamber at the ports. A photograph of one of the double

cusps is shown in Fig. 42.

Figure 43 shows the axial profiles of radial and axial fields. The solid line is from the
TRIDIF code. The code assumes that the temporal profile of the current I. in the four

coils is given by

1. = 1000 sin [gf-(-;%;i)] (4),

and the wall of the vacuum chamber consists of two materials with conductivity
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160 mho/cm, for 15.2 < p < 1545 cm,
o= (50)

800 mho/cm, for 1545 < p < 15.55 cm,

where p is the radial distance from the minor axis. The conductivity and thickness have
been selected to give the same surface conductivity as in the experiment. The peak mag-
netic energy is 0.77 joules that corresponds to a coil inductance of 1.54 uH. The solid
ci.tc.les in Fig. 43 are the measured values of the fields at p=10.8 cm. It is apparent that
there is good agreement between the experiment and the code. All three double cusps
were not identical. In two of them the coil minor cross section was a semi-circle with the

flat surface of the copper away from the minor axis and at the radial distance of 14.7 cm.

Figure 44 gives the axial profiles of the fields for a double cusp when the coil radius
is 14.7 cm, the compound wall has a conductivity as that given in Eq. (50), the peak
current in the coils is 3 kA and its risetime (quarter period) 20 nsec. These fields have
been used in the beam centroid code to determine the displacement of the centroid in three
revolutions (60 nsec). Results are shown in Fig. 45 for the parameters listed in Table VIII.
Figure 45a shows the projection of the beam centroid orbit in the transverse plane. At
t=0 the centroid is located 10.0 cm away from the minor axis. During the last 20 nsec of
the run, i.e., during one revolution around the major axis the centroid is displaced by 0.9
cm. This radial displacement is almost sufficient for a small radius beam to avoid hitting
the septum of the extractor. Obviously, larger radial displacements can be obtained either
by increasing the current of the cusps or by tapering the radii of the cusp coils to reduce

the positive component of B,. A top view of the orbit is shown in Fig. 45b.

Figure 46a shows the projection of the beam centroid orbit in the transverse plane for
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the same parameters as the run of Fig. 45 but artificially setting the positive component
of B, = 0. Comparison of the two figures clearly demonstrates the advantage of using a
single polarity cusp. The radial displacement of the beam centroid in one revolution has

increased by ~ 30%. Figure 46b shows a top view of the orbit.

In the runs of Figs. 45 and 46 the warious parameters of the beam centroid have been
carefully selected to satisfy the £ = 12 resonance condition. During the initial phase, i.e.,
for about 10-20 nsec the centroid transverse velocity is low and the orbit projection in the
transverse plane is a triangle as shown in Fig. 47a. This figure shows the projection of
the orbit for 20 nsec. The values of the various parameters are the same as in the run
shown in Fig. 45, except for the initial radial position that is 10.5 cm instead of 10.0 cm
and the cusp current, which is zero. With the cusps off, the beam remains in resonance
for a long time and the orbit precession is small. With the cusps on, the centroid acquires
transverse velocity, falls off resonance and start to precess rapidly. Figure 47b shows the
three component of the magnetic field seeing by the centroid. As a result of the proximity
of the orbit to the windings, the magnetic field components at the orbit are substantially

different than those listed in Table VIII.

It became apparent in the Spring of 1992 that because of severe time and several
other contraints the experiment was operating under, the only realistic approach to obtain
short risetime current pulses to drive the double cusps was the sharpening of the pulse of
the existing drivers using ferrites. The sharpening results from the change of permeability
that occurs when a ferrite matierial is driven into saturation. Ferrite pulse sharpeners
have been built and tested by earlier workers and their results have been documented in
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the published literature.42

The ferrite loaded transmission line consists of a 5/32"- diameter inner conductor and
a braided outer conductor slipped over an acrylic insulating tube. A croes sectional view of
the line is shown in Fig. 48a. The inner diameter of the acrylic tube—is 1/2” and its outer
diameter is 5/8”. The ferrites used were Krystinel K01 toroids with dimensions 3/16”
I])? 3/8” OD and 1/8” thick. All intervening spaces were filled with epoxy or oil. The
potted ferrite line was found to give results almost identical to those obtained from an oil

immersed line.

Figure 48b shows a schematic diagram of the experiments setup used to develop the
ferrite pulse sharpeners. An 80-nF capacitor charged to voltages ranging from 35 kV to 60
kV DC, delivers a voltage pulse into a 45-foot-long, 50 1 cable. A Rogowski coil monitors
the current delivered to the cable. A 3-foot long ferrite loaded line sharpens the pulse
from the 50 ] cable, and transmits the sharpened pulse to another 25-foot-long 50-01 cable
short-circuited at one end. A Rogowski coil placed between the ferrite line and the 25-foot

line, measured the waveshape of the sharpened current palse.

At 50-kV charge voltage the amplitude of the first current step in the 45-foot, 500
cable is 1 kA. The ferrites saturate even before the current reaches 0.1 kA. The risetime
of the current pulse, as measured by ROG1 is ~ 25 ns. The risetime of the sharpened
puise measured by ROG2 is ~ 3 ns. The presence of the Rogowski coil introduces added
inductance in the cable connections. Since, the Rogowski coil has a response time of ~ 1
ns, the intrinsic risetime of the pulse is therefore ~ 2 ns. For optimum performance, the
saturated characteristic impedance of the ferrite line needs to be the same as the impedance
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of the cables on either end of the line. The impedance of the ferrite line shown in Fig. 48a
appears to be 50 1. However, this requires a relative permeability of ~3 after saturation,

as opposed to the ideal value of unity.

The cables on either side of the ferrite line isolate it from reflections from the load
(short-circuit, here) and the spark gap switch, for the duration of the round trip transit
time in each cable. If the ferrite line is made longer than the length needed to erode the
1mected current risetime, then the flattop is also eroded and the 45-foot cable needs to be

made longer to compensate for this effect.

Figure 48c shows the layout of the drivers that powered the double cusps. Two 50
(1 ferrite sharpeners drive each coil. At 40 kV charge voltage the average amplitude of
the first current step is 2.6 kA and the risetime is approximately 50 nsec and is solely

determined by the effective inductance of the coil.

Typical results from the experiment are shown in Fig. 49. The important parameters
are listed in Table IV. Figure 49a shows the x-ray signal with the cusps off and Fig. 49b
shows the x-ray signal when the three cusps are energized at 480 usec, i.e., when the £=12
resonance is crossed. As in Fig. 33, most of the beam exits the magnetic field configuration
in a single £ mode, although the current through the coils is substantially lower. The high
frequency noise that is observed in Fig. 49b is a consequence of the fact that the 1.5 usec
integrator that has been used in the input of the digitizer in Fig. 49a was removed to avoid

possible reduction of the sharp x-ray pulse when the cusps are activated.

A difficulty experienced during these studies was the substantial jitter of the drivers.

Apparently, the cause of this difficulty was the roughness of the electrodes in the switches
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of the drivers. Unfortunately, the overhauling of the spark gaps could not be fitted into

the time schedule of the experiment.
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Table VIII

Major radius r, = 105 cm
Torus minor radius a = 15.2 cm
Winding radius ,, = 23.4 cm
o = 0.029 cm™!?
Field periods m = 6

Toroidal field Byo = 3910 G
Vertical field B;o = 391 G
External field index = 0.5

dB,/dt = 0.656 G/ usec
Cusp radius = 14.7 cm
Cusp current = 3kA
Initial position = -10 cm
Initial 4 = 20.25

Run duration = 60 nsec
Initial 8 = 0

Mode number ¢ = 12




Table IX

Toroidal magnetic field at injection

SF windings current at injection

Driver voltage

Average amplitude of the first current step
Pressure

Trapped beam current
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4 kG

28 kA
35kV

2.2 kA
4x10~° torr
1.2 kA




V. Assessement of results

The purpose of this section is to assess the results of the experimental effort. In
addition to briefly addressing the major successes and failures of the project, we discuss the
level of understanding of the various physical processes that dominate the beam dynamics
in the device and we make a few recommendations about the direction of future research
in this area.

| 'In the absence of strong focusing, we were able to trap a large number of electron in
the device. Although the trapped electron current was as high as 3 kA, the lifetime of the
electron ring was limited to a few microseconds. With the exception of the high current
rings (~ 3 kA), the beam was centroid unstable, i.e., the entire beam drifted quickly to
the wall of the vacuum chamber. The high current rings were suffering initially individual
particle losses, i.e., slow decay of their cur;:ent. Eventually, after their current was reduced

to a low level the loss became catastrophic.

Probably without exception all the electron rings formed were in the high current
regime. Attempts to form rings in the low current regime have been unsuccessful. The
reason is that the reduced beam current could not provide enough drift to the beam during

the first revolution for the electrons to clear the diode of the injector.

There is convincing evidence, but no actual proof, that the catastrophic beam loss was
due to the drag instability. There is a large amount of experimental results which supports
this conclusion. If we had succeeded to form stable rings in the low current regime, such

a conclusion would be more definite.

A quantity that can be measured accurately in the device is the bounce frequency. As
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a rule, the bounce frequency measured in the experiment was higher than that predicted
by the theory and the codes. It is likely that the beam energy used to compute the bounce

frequency is not known with sufficient accuracy.

The addition of the strong focusing windings made a dramatic improvement in the
confining properties of the device and established the modified betatron as the first and,
as of today, the only successful recirculating high current accelerator. And this, in spite
of the fact that the windings have not been carefully fabricated or accurately positioned
in the device.

Needless to say that this was the outcome of a necessity rather of a choice and it is
contrary to the accepted practice in the technology of particle accelerators. To improve
the accuracy of the strong focusing windings a new vacuum chamber was designed with
embedded modular windings. It incorporates a new winding law that has a highly desirable
feature. The magnetic and geometric axes coincide. Before potting, the windings were
positioned on the surface to the vacuum chamber with an estunated accuracy of ~ =
0.5 mm, using a winding machine. Unfortunately, the fabrication of the new vacuum

chamber was not completed on time and thus the chamber never installed and tested in

the experiment.

This is regretable, because there are strong indications that the random spatial 3uc-
tuations of the stellarator windings are responsible for the excitation of the cyciotron
resonance. Figure 50 shows §_ and 78y of the beam centroid in the fields of the modiiied
betatron. The model assumes that the stellarator windings are made of 10 cm long seg-

ments that are randomly positioned at each end, within a cube of + 2mm. The reference
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particle is injected with 4 = 8.864, just before it reaches the £=24 resonance. At t=50
usec, the centroid locks in the £=19 mode and its 4S8y remains constant. At t=60 usec
8.1 is approximately 30% and the diameter of its fast orbit ~ 7 cm. The efficiency of
transfering energy from the axial to the transverse direction by the random fluctuation of

the strong focusing winding is remarkable.

. The trapping of the injected beam into the closed magnetic field configuration of the
device was one of the most challenging physics issues of the modified betatron program.
For this reason a large fraction of the program’s resources was invested to develop several
injection schemes. Ironically, none of these trapping schemes was used in the device after
the installation of strong focusing windings. The reason is that when the current of the
strong focusing windings was raised to high enough level and the direction of the poloidal
orbit was changed from diamagnetic to paramagnetic the beam spiraled from the injection

position to the vicinity of the minor axis and was trapped.

This interesting phenomenon has been observed over several thousands of shots and
for a wide range of parameters. However, its explanation remained elusive until the be-
ginning of 1991. During January and February, 1991, a series of detailed experiments
were performed that provided accurate data on the various processes associated with the
trapping of the beam. As a result of these measurements, a revised model of resistive
trapping was developed that is in agreement with the experimental results. The fact that
the revised model explains not only the main features but also esoteric details of the ex-
perimental results, such as the rotation of the peaks of the poloidal orbit with the poloidal
angle, makes us believe that the model is correct.
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In most of the experiments the center of the circular opening of the conical node was
located at the midplane and 8.7 cm from the minor axis of the toroidal chamber. In a
series of experiments the diode moved to progressively larger radial positions from the
minor axis. Successful trapping of the beam was observed as long as the radial distance
was less than 10 cm. At this radial distance the stellarator fields are nonlinear and increase
rapidly as the distance from the minor axis increases. Since the radius of the intermediate
orbit is proportional to the strong focusing field, it is possible that the beam strikes the
wall. Therefore, in order to successfully trap the beam the injection position should be

carefully selected.

The slow electron loss rate during acceleration is a manifestation that individual par-
ticles, rather than the entire beam, strike the wall. The x-ray signal initially appears at
approximately t=7; =200 usec and lasts for as long as 1 msec. Following trapping the
beam settles on the magnetic axis of the strong focusing system, which is located about
1 cm off the minor axis. If the guiding center of the beam centroid had remained on the
magnetic axis during acceleration, the Larmor radius of the fast motion could not bring
the electrons to the wall of the vacuum chamber. Only sufficient axial energy spread in
the beam can provide appreciable displacement to the electrons in order to reach the wall.
This axial energy spread cannot be due to scattering of beam electrons with the back-
ground gas, because 7, would be a function of the pressure, which is not the case. Random
field fluctuations produced by random displacement of say the strong focusing windings
have the potential to introduce large axial energy spread to the beam. This conclusion is
supported by computer calculations but it has not been confirmed experimentally.
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A beam radial drift in combination with the fast motion provide a second mechanism
for the electrons to reach the wall. The diffusion of the self magnetic field of the beam
cannot provide sufficient radial displacement to the electrons to reach the wall of the
chamber. Random spatial fluctuations in the strong focusing windings can provide a
x;otent mechanism for transferring energy to the transverse direction and also a radial

inward drift to the beam.

Figure 51 shows very recent results from a 261 usec long run for randomly positioned
stellarator windings. The cube dimensions have increased from + 2 mm to + 4 mm. The
rest of the parameters are listed in Table X. The column in the left shows the positions the
beam centroid crosses the # = 0 plane in the time internal indicated in each frame. The
column in the right shows the temporal profile of 8 ) and v8s. At t =~ 8usec, the beam
locks in the ¢ = 24 mode and shortly thereafter 485 remains constant up to 150 usec. At
this time and while 8; has reached 78%, the beam unlocks from the £ = 24 resonance
and its B, starts to decrease. Simultaneously, the centroid starts to drift radially inward
with a speed which is approximately 1 mm /usec. At 261 usec the beam centroid hits the
wall just above the midplane. The similarity between these results and the experiment is
striking. Several additional runs have shown that a substantial fraction of electrons inside

the beam are not unstable to this kind of perturbations.

Although the mechanism that drives the electrons to the wall during acceleration has
probably been identified, a definite proof is still missing. A diagnostic that can provide
information on the beam position during acceleration would be very useful. The experi-
mental results from the NRL device have unambiguously demonstrated that the electron
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loss is reduced and the beam lifetime is prologued with increasing toroidal field. The ben-
eficial effect of By is not limited to the confinement of the beam during acceleration. As a

rule, the trapped electron current is enhanced with increasing By field.

Since the initial successful acceleration of electrons in the modified betatron, the x-ray
signal is spiky and the peaks always occur at the same value of By /Bso, independently of
thg current flowing in the stellarator windings. There is extensive experimental evidence
that support the hypothesis that the spiky x-ray signal is caused by the excitation of the
cyclotron resonances. During the last few years a large amount of work, both experimental
and theoretical, has been done, mainly by the NRL research staff, on the crossing of

cyclotron resonances and the subject appears to be well understood.

The cyclotron resonance is due to coupling, caused by field distufbances, between the
cyclotron motions in the vertical and toroidal fields. Since the actual accelerating gradient
in the present device is low, the electrons have to perform a large number of revolutions
around the major axis in order to obtain large energies. Thus, cyclotron resonances are of

special importance for the existing device, that has low tolerance to field errors.

Following the successful demonstration of acceleration a concerted effort was made
to locate and eliminate, or at least reduce, the field distrubances that may excite the
cyclotron resonances. Most of the errors detected were reduced to a level that was limited
by the sensitivity of the magnetic field monitors (~ 2%). To reduce the errors produced by
the mispositioned strong focusing windings 2 new vacuum chamber with very accurately
positioned windings was constructed and partially fabricated. The large amplitude errors
at the feeds of the vertical field coils were never corrected, mainly because the cost of
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repair was beyond the limits of the project’s budget.

Three different cyclotron resonance stabilization techniques were tested in the ex-
periment. Among these techniques, acceleration of the beam at higher acceleration rate
appears to have the highest practical potential. By increasing the acceleration rate the
resonance is crossed faster and thus the damage inflicted to the beam is reduced. To
aclueve higher acceleration rate, the vertical field coils were divided into two halves with
midplane symmetry and powered in parallel. The experimental results indicate that an
increase in the acceleration rate by approximately a factor of 2.5 has a profound effect on

the cycloti'on resonances.

Although the cyclotron resonance is a potent mechanism that has the potential to
disturb the beam at low acceleration rate and when the various fields are not carefully
designed, it also may provide a powerful technique for extracting the beam from the
magnetic field configuration of the modified betatron. As a matter of fact, this was realized

well before the cyclotron resonances were observed in the NRL device.

Although the fabrication of the hardware for the resonant extraction approach that
was the mainline extraction scheme for the NRL device was completed by the end of FY 91,
the resonant extraction was never tested experimentally. The reason that this extraction
technique is based on a low inductance (~ 4 nH) agitator with a very small aperture (~ 2
cm). Therefore, it requires 2 beam with low transverse velocity. However, this was not the
case in the NRL experiment. The amplitude of the various field imperfections was never
reduced to a low enough level to make the transverse velocity of the beam compatible with
the small aperture of the agitator. Thus, we had to explore alternate extraction approaches
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that are based on large aperture agitators.

Initially, twelve single turn coils were used either on the outside of the vacuum chamber
or at the joints of twelve sectors. The coils were activated at the time the beam was crossing
the £=12 mode. These resonant coils were powered with 12, 5 and 6.4 psec risetime current
pulses. The beam could be kicked out of the magnetic field of the device within a time
that was comparable to the risetime of the current pulse. The required amplitude of axial
ﬁeld disturbances ABj to extract the entire beam during the risetime of the field pulse is

approximately 80 G.

Extensive studies of the spatial distribution of beam losses when the twelve internal
resonant coils are energized with the 0.4 usec current pulse have shown that the beam
strikes the wall at six very well defined toroidal positions that are 60° apart. In the absence
of the strong focusing field (when the resonant coils are energized) the beam strikes the
wall at a single toroidal position near #=70°. Although the results with the twelve resonant
coils are very interesting and provided a valuable insight in the physics of extraction, this
approach cannot lead to a practical extraction scheme, since it cannot form a single head
in the beam. In addition to being capable of forming a single, well defined head in the
beam, a practical agitator should have low inductance, large aperture and the capability
to produce the required magnetic field disturbances at manageable voltages. Among the

various agitator concepts considered, magnetic cusps were found to be the most promising.

Extensive numerical studies of several cusp configurations have shown that a single
layer, 24.2 cm long cusp surrounded by a resistive shroud with a 21 cm radius could provide
~ 1.4 cm radial displacement to the beam over a 20 nsec time period, when the current
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through the coil is 2.5 kA. Unfortunately such a cusp could not be fabricated on time and
thus we had to proceed with an inferior agitator that is based on three double cusps that
are located 120° apart in the toroidal direction. This agitating system was fabricated in-
house and tested in the experiment for a short period of time just before the termination

of the MBA program.

The numerical results indicate that the 14.7 cm radius double cusps could provide 0.9
cm radial displacement during the last 20 nsec of a 60 nsec wide, 3 kA height rectangu-
lar current pulse. These cusps have been powered with 2-3 nsec risetime current pulses
produced from the existing drivers with ferrite sharpeners. At 40 kV charge voltages the
amplitude of the current step was 2.6 kA and its risetime ~ 50 nsec and was solely de-
termined by the inductance of the coil. Activation of these double cusps at 480 usec, i.e.,
when the £=12 resonance is crossed forced most of the beam to exit the magnetic field

configuration in a single £ mode, as it is apparent from Fig. 49.

In contrast with the conventional accelerators that operate in the single-particle
regime, the high current modified betatron operates in an uncharted territory, in which
space charge effects from the self and image fields are as important as externally applied
fields. Virtually, every aspect of the modified betatron has been a challenging technical
task. As a result, the pace of progress has been slower than initially anticipated. However,

the results have been very rewarding.

The extraction of the beam is presently the most important unresolved technical issue.
Although some interesting results were obtained during the last few month with the NRL

device, there are several fundamental questions that remain. Developing a large aperture
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agitator with 1-2 nsec risetime that provides enough field to kick the beam radially by
~ 2-3 cm at a reasonable voltage is not, in principle, a difficult task. However, when the .
integration of such an agitator into the device is considered, the task becomes considerably
more complex. Specifically, the penetration of the fast fields requires the agitator to be
located inside the chamber. To avoid any interference with the circulating beam the
agitator should be near the wall of the chamber. This wall has to be continuous to avoid
di#fuption of the return currents. The induced current on the wall by the rapidly changing
field of the cusp substantially reduces its various field components. However, the proximity
of the coils to the wall diminishes the inductance of the kicker. Although the voltage
required to produce a specific field amplitude within a specific time is smaller with an
internal cusp, introducing the high voltage into the chamber without adding substantial

inductance to the system is a challenging engineering task.

Our diagnostics that probe the beam dynamics during the first few microseconds fol-
lowing injection, have been found both reliable and sufficient. However, our diagnostics
that provide information on the beam current, position, size, axial energy spread and emit-
tance during the acceleration phase have been found very inadequate. The development
of such diagnostics that provide reliable information on the millisecond time scale will be
both diffucult and expensive. Such a task, however, will be necessary in any serious future

effort on the modified betatron or any other high current recirculating accelerator.

Our results have unambiguously demonstrated that the strong focusing windings im-
prove the confining properties of the device at least in the intermediate time scale, i.e,
during the first 100-200 usec. In addition, these windings have increased substantially the
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complexity of the accelerator. The loss of toroidal symmetry with the incorporation of the
stellarator windings in the NRL initial system made our two dimensional particle simu-
lation computer codes obsolete. The absence of a reliable 3-D computer simulation code
to provide information on the dynamics of the individual particles inside the beam has
inhibited our ability to completely understand the x-ray spectra. Any future investment
in the modified betatron technology should include funds for either the development or

the acquisition of a 3-D particle simulation code.

Undoubtedly, the modified betatron has several important advantages, in relation to
other approaches, in the generation of high current beams. Among its shortcomings, its
sensitivity to field errors is of concern. The port in the wall of the vacuum chamber that is
required for any internal injection could be the source of a serious field error. By its nature,
the injector porthole error cannot be eliminated as long as the diode is located inside the
chamber. Therefore, it is advisable that an external injection scheme be developed that
will eliminate or at least substantially reduce the size of the diode porthole. An additional
advantage of the external injection is its compatibility with higher diode voltages. Such
higher voltages will be necessary whenever the current of the device will be required to be

raised weil above the 1 kA level.

As a consequence of its sensitivity to field errors, any future device should be care-
fully designed to keep the field errors as low as possible but not much higher than 0.1%.
Furtheremore, it will be very advantageous to select the acceleration rate ten times higher

than in the present device, i.e., about 8-10 G/pusec.
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